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CHAPTER 1

Introduction

N this chapter we introduce the basic concepts used in this thesis.

We give a brief overview of structure formation theory, stressing
the importance of baryonic physics. Chemical evolution models - be-
ginning with simple analytic but moving on to numeric models - are
described and their strengths and weaknesses discussed. Having es-
tablished a context, the contents of this thesis are outlined, briefly
describing the contents and findings of each chapter. We conclude by
considering the outlook for the field.



2 The Chemical Enrichment of the IGM

For over one hundred years now astronomers have been able to study the universe
on the largest scales. Recently, this field has become particularly exciting as we have
entered an era of “precision cosmology’. Due in large part to the very detailed mapping
of the sky in the microwave band (e.g., COBE!, WMAP?) and wide field extragalactic
surveys such as the Sloan Digital Sky Survey (SDSS)®, a solid understanding of large
scale structure in the universe can be obtained. On the other hand, sophisticated com-
puter simulations of the universe such as the Millennium Simulation* have yielded a
number of clues as to how this structure formed. Both of these aspects of research in
this area have benefited greatly from recent technological advancements that have only
now made these projects possible.

These developments have been built upon a solid foundation of cosmological the-
ory that emerged in the first half of the twentieth century. The starting point of this the-
ory is the Cosmological Principle, which assumes that the Universe is homogeneous
and isotropic. This principle appears to be true on the very largest scales.

Given the Cosmological Principle, Einstein’s equations of General Relativity can be
solved for a fluid with energy density pc? and pressure p. This solution is typically
written in the form of the Friedmann equations:

4
i+ 2 (p+2)a=o, (1.1)
3 2
8
a4+ Kc* — §7er@2 =0, (1.2)

where G is the gravitational constant, K is the curvature of space-time, and « is the
expansion factor of the Universe (we have used a dot to indicate a derivative with
respect to proper time). The expansion factor is a parameter that relates comoving
distances to proper distances measured at the present day viz. d, = ad.. The expansion
factor is also used to define the Hubble parameter: H = a/a.

Observations over the past decade have shown that the universe is remarkably
close to, if not completely flat (e.g. Spergel et al. 2007). In this case, the equations
simplify slightly as the curvature K is zero. The matter-energy density of the universe
can then be written as:
3H?
8rG’

One can then predict the growth of structures from primordial fluctuations in the
linear regime (typically referred to as linear theory). Considering only gravity, a matter
density perturbation in an expanding universe is governed by:

o+ 2HS — gQH26 =0, (1.4)

Pm = Perit = (13)

where § is the magnitude of the density perturbation and 2 is the ratio of the density
to the critical density of the universe. This formalism breaks down if ¢ is significant

1ht’tp: / /lambda.gsfc.nasa.gov/product/cobe/

Zhttp:/ /map.gsfc.nasa.gov/

Shttp:/ /www.sdss.org/

*http:/ /www.mpa-garching. mpg.de/galform /millennium /
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compared to unity, at which point more sophisticated modelling is required, often in
the form of computer simulations. Note that structures of interest to most astronomers
(galaxies, clusters of galaxies, etc.) are highly non-linear.

As such models became more sophisticated, astronomers soon became aware that
the budget of matter in the universe is dominated by some unseen form, called ‘dark
matter”. Although other explanations exist (e.g., Modified Newtonian Dynamics -
MOND), dark matter provides a solution on a wide range of scales, accounting for
structure formation as well as galactic rotation curves. Since dark matter is so domi-
nant, much work has been done with exclusively dark matter simulations.

These simulations have been very instructive, describing the hierarchical nature
of structure formation. In this picture, haloes are assembled via mergers of smaller
haloes rather than a monolithic collapse. The resulting correlation functions and halo
statistics from such simulations match well with the observed distribution of matter
on large scales”.

To gain further insight, we must however move beyond the collapse of matter into
haloes by gravity. While dark matter is thought to feel only gravity, the baryons (which
in most cases are visible) in the universe can interact using other forces as well and
are what is directly observed by astronomers. These baryons collapse into galaxies
hosted by dark matter haloes, a process that involves a great deal of physical processes,
including but not limited to hydrodynamics, gas heating and cooling, star formation,
radiative, mechanical, and chemical® feedback from stars, and feedback from active
galactic nuclei (AGN). The task in interpreting extra-galactic observations beyond the
large-scale distribution of matter then becomes increasingly complicated.

To first order, structure formation is a competition between gravitational collapse
and kinetic energy. When considering the collapse of dark matter haloes, one can sim-
ply apply the virial theorem:

2K = —U, (1.5)

where K and U represent the total kinetic and potential energy of the system respec-
tively. A halo will then typically collapse to fulfill this condition.

Since a gas cloud contains pressure forces, this is not the only condition that dic-
tates how baryonic structures form. Under solely adiabatic conditions, the increasing
thermal velocity dispersion of a collapsing cloud will at some point halt its forma-
tion. By equating the free-fall timescale (tz ~ 1/1/Gp, where p is the mean density
of the medium and G is the gravitational constant) and the sound crossing timescale
(tsc >~ L/cs, where L is the mean diameter of the cloud, and ¢; is the sound speed of the
medium) we can arrive at the Jeans length, L;:

LJ ~ %

(1.6)

g

Note that such simulations predict the large scale distribution of the dark matter - the connection to
observable, visible matter is made via a halo population model.

®Note that here and throughout this thesis, we have use the word 'chemical’ somewhat loosely since
we are referring to nucleosynthesis and redistribution of elements, ignoring almost entirely chemical
reactions between atoms and molecules.
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Given a spherical cloud, this can be converted into a mass:

3
Cs

My =~ G3/2p1/2

(1.7)
above which a concentration of matter can collapse under the forces of gravity or frag-
ment and below which said concentration will reach equilibrium by either expanding
or evaporating.

The energy that is used to support the system can be radiated away via cooling. In
this way we introduce another timescale, the cooling time:

T pT

tcoo = o VR 1.
V= ara A (18)

where A is the radiative cooling rate per unit volume. We can then consider three
regimes: The first is where ¢.,, > ¢y, the Hubble time, defined as 1/H, or roughly the
age of the universe. In this regime, objects stay at the Jeans mass and evolve neither in
density or temperature. For tg < t.0 < ty, the gas can adjust itself in reaction to the
cooling. In this case, an object undergoes a steady, monolithic collapse on a timescale
of teoo1. Finally, when t.0 < tg < ty, the gas cannot adjust itself and collapses on a
free-fall timescale. Such a cloud can fragment to form substructures which themselves
would be subject to their own timescales.

There are currently two approaches to the modelling of baryonic physics in galaxy
formation. One is semi-analytical modelling, which typically employs existing dark
matter simulations” and uses numerical prescriptions for the various physical pro-
cesses occurring at a given time. Such prescriptions are often physically motivated,
with the uncertainties quantified using free parameters. The entire model is then
tuned to match observations of the local universe. This method has its advantages
and has had many successes (e.g., Kauffmann et al. 1993; Somerville & Primack 1999;
Croton et al. 2006) over the past two decades. There are two main disadvantages to this
method however. One problem is that such models tend to involve many free param-
eters, making interpretation troublesome (is a given effect real, or could another arbi-
trary set of parameters reproduce it?). Perhaps more important is that semi-analytical
models incorporate highly simplified aspects of the physics involved in galaxy for-
mation. For instance, rather than modeling haloes as intersections in the cosmic web,
these models assume that haloes are spherically symmetric. This often results in the
absence of crucial processes, such as accretion of cold gas in the form of filaments.

Another way to model the physics of baryons is to perform hydrodynamical simu-
lations. Unfortunately, introducing baryonic physics into fully numerical simulations
is far from straightforward. One must always be conscious of possible resolution ef-
fects as well as the limitations of the implementation of a given physical recipe. It is of-
ten necessary to concede one’s ability to directly resolve a process and to use a so-called
‘sub-grid’ recipe to simulate the effects of said process on a larger scale. For example,
current cosmological simulations can at best resolve objects of gas mass ~ 10° M. The

7 Although halo mass functions (e.g., Press-Schechter formalism) and Monte-Carlo merging are also
sometimes employed.
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formation of a star takes place on scales many orders of magnitude below that, say
~ 1 Mg. As a result of this discrepancy in scales, simulations must invoke some law
that approximates star formation on galactic scales without introducing some bias.

These processes often feed back into other processes as well as into structure forma-
tion. Ionizing photons from star formation, for instance, can inhibit further structure
formation by heating the surrounding gas, thereby changing the typical mass of a col-
lapsed object (e.g., Shapiro et al. 1994; Gnedin & Hui 1998). Other forms of feedback
include energy and chemical feedback from supernovae and stellar winds.

Chemical feedback plays a prominent role in astrophysical studies on a wide range
of scales. Despite the fact that ‘metals’ (elements heavier than helium) have abun-
dances more than an order of magnitude lower than hydrogen and helium, they can
profoundly influence objects ranging from protostars to galaxy clusters. A large amount
of work, both theoretical and observational has been done in order to investigate the
causes and the effects of chemical feedback (see for example table 3.5). Metals can act
as tracers for various processes, as well as enrich gas clouds and impact their cooling
(Sutherland & Dopita 1993), which in turn determine the timescale on which structures
can form.

Metal production occurs during a large part of the history of the universe. After the
Big Bang produced trace amounts of lithium and other light elements, there was a gap
until the first stars formed. From then on, stars, supernovae, and exotic events such
as neutron star mergers contributed to the enrichment of the almost pristine hydrogen
and helium mix in the Universe.

These metals can indicate how star formation occurred, and as such can yield clues
to the assembly of galaxies and clusters, fundamental questions deeply important to
our understanding of the universe. We must therefore understand how metals are
created, transported and how various quantities can give us information about the
state of the system.

1.1 ’SIMPLE’ MODELS

1.1.1  Purely Analytical Calculations

The idea of studying the chemical evolution of the universe is by no means new. Once
astronomers realised that heavy elements are produced in stars, they could use ana-
lytic formulations to account for the current metal distribution. This involves some
assumptions about the star formation rate/efficiency as well as the yield of such stars,
but can provide some insight as to the nature of the enriched gas. The following treat-
ment draws on Binney & Merrifield (1998).

The Closed Box

First considered by Talbot & Arnett (1971), the closed box model considers a system
where no gas enters or leaves the system, but is recycled for new stars to be born. As
galaxies are known to generate super-winds and have gas accreted from filaments, it
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serves only as a toy model when applied to them. Galaxy clusters however, retain
a large fraction of their gas and are reasonably well approximated by such a model.
Naturally, the Universe as a whole is a truly a closed box. On the other hand, in both
of these instances the instantaneous mixing approximation is unlikely to be valid.

In addition to the assumption of a closed box, we also make two more assumptions:
the instantaneous mixing approximation and the instantaneous recycling approxima-
tion. The former simply means that the gas is always well mixed, while the latter
means that stars that pollute the ISM do so immediately (i.e., the stellar lifetimes are
Zero).

We begin by considering a mass of gas M,, with metal mass M such that the metal-
licity is:

Zy = My/M,. (1.9)

Our total stellar mass M, increases by A’M, in some time interval. Let us consider
AM,, the amount of mass converted into stars that stays in stars, that is after stellar
mass loss has been accounted for. Since the metal mass that is ejected is some constant
fraction of A’M, and A M, will also be some constant factor times A’ M., we may denote
the amount of heavy elements ejected as yAM, (i.e., proportional to the amount that
stays in stars) and we call y the yield. Thus the change in the gas phase metal mass
in some time interval is just the amount of metals locked up in stars in that interval
subtracted from the metal mass ejected in that interval:

AMy = yAM, — ZAM, = (y — Z,)AM,. (1.10)

What we usually want to know is the metallicity, which changes as:

My AMy; My 1
AZ,=A = — AM, = — (AMy — Z,AM,). 1.11
! ( MQ ) Mg M92 ! Mg ( ? ! g> ( )
Since mass is approximately® conserved, AM, = —AM, this works out to

AM,
.

g

AZ,

g

1 1
= ﬁ (AMZ - ZgAMg) = ﬁ (_(?/ - Zg)AMg - ZgAMg) =Yy
g

g

(1.12)

If we integrate over time, imposing that all of the mass is initially in metal-free gas,

we get:
Zy(t) = —yln (ﬁ;,((é))) =—yln f,, (1.13)

where f, is the gas fraction (we show Z, as a function of f, in figure 1.1). Since Z, and
[, are observables, it is sometimes convenient to define an effective yield:

_ Zy(®)
Yo = = p (1.14)

8Nuclear fusion converts some mass into energy, but the amount of mass that is converted negligible
in this argument.
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The Leaky Box

A number of processes can cause mass loss from a bound system, such as, winds pro-

duced by supernovae and massive stars as well as AGN. This happens for example in

starburst environments where a large fraction of the gas is driven out by high mass,

short lived stars. If the amount of mass that is expelled is proportional to the star
formation rate, we can write:

Moy = —aM,. (1.15)

Thus, at any time, M;q(t) = Mot (0) — oM, (t). The implication for the gas mass is

clear:
My(t) = Mot (£) = M.(t) = Mioe(0) = (1 + ) M, (0). (1.16)
We can proceed from equation 1.11 if we combine AM, +AM,+aA'M, = 0 with the

assumption that the expelled gas is of the same metallicity: AM; = yAM, — Z,AM, —
aZyN'M,.

1
AZ, = i (yAM, — Z,AM, — aZ,AN'M, — Z,(—AM, — aA'M,)) (1.17)
g
dZ Y Y

M.~ My Men(0) — (Lt a)Mo(8)’ (1.18)

Integrating this we get:

Z(t) = = 12 {10 [Min(0) = (1 + @M. ()] ~ In [Myo (0) = (1+ )DL (O)]}. (1.19)

Assuming the initial composition is gas (M (0) = M,(0), M. (0) = 0)

Y Mot (0) — (1 + o) M, ()

Zy(t) =~ -In { (0 , (1.20)
which can be combined with the integral form of equation 1.15 (M () = Mo (0) —
aM,(t)):

_ Y Mot (t) — M.(2)

Zy(t) = o aln [ Mo (0) (1.21)
Y Mg(t)
= {Mg(o) . (1.22)

This reduces to equation 1.13 when a = 0. Shown in figure 1.1 is the behaviour of the
metallicity as a function of consumed/expelled gas. Note that the increase of outflow
strength has a similar effect as decreasing the stellar yield.

The Accreting Box

Galaxies do not only expel mass, they build up through gas accretion. Here we neglect
outflows and assume that the inflowing gas has a metallicity of 0. Since the infalling
gas can either be turned into stars or left as gas, we have:

AMtot - AM* + AMg (123)
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0.1000F & 7 7
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We can combine equations 1.23 and 1.10 with equation 1.11, giving;:

1
A2y = 7y = Z)(AMio = AMy) = Z,AM,], (1.24)
g
1
= M [(y - Zg)AMtot - yAMg} ) (125)
g

and dividing by A M, and switching to differentials yields:

iz, 1 dM,

=—|y— 2, — : 1.26
thot Mg |:y g ythot:| ( )

If we now let u = f d%—;"t, the above equation becomes

dZ, dinM
— 4+ 7, = 1-— J 1.27
whose solution is:
v dlnM,
Zg:y(l—C'e_“—e_"/ o 1 9). (1.28)
0 du’

In the case that the accretion rate plus the gas return rate is equal to the star forma-
tion rate (i.e., AM, = 0) we can return to equation 1.26:

1

thot - Mg (y——Zg) ng (129)
Integrating and assuming that the system is initially composed of metal-free gas (Z,(0) =
0 and Mtot(()) = MQ(O))

Mot ¥ (1.30)
M, Y — Zg
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0.1000F —
0.0100
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closed box model (solid black) and
0.0010¢ an accreting box model (dashed
re
Closed Box & Y)
Accreting Box -----
00001 L v v v
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1 — Gas fraction
which becomes,
Mtot
o=y |l—exp|1l— . 1.31
g y[ p( Mg)] (1.31)

As figure 1.2 shows, Z, asymptotes to y for small gas fractions.

We present these models to guide the reader through the established framework in
this field. We find however, the assumptions to be too restrictive, so we leave the ana-
lytic models behind while keeping in mind some of the limits and relations expressed
here.

1.1.2 Numerical Calculations

If we wish to relax the instantaneous recycling approximation or consider the yields of
stars of different masses/metallicities, we almost certainly need to turn to numerical
methods. With a simple numerical model one can feed the chemical makeup of the
recently enriched gas back into the stellar evolution of newly formed stars. Since stars
of different masses lose their mass on different timescales, considering said timescales
is very important when attempting to model the chemical evolution of a system.

The chemical makeup of the ejecta from a star is strongly dependent on mass. Mas-
sive stars (M 2 8My), for instance, experience a phase of strong mass loss before end-
ing their lives as type II (core-collapse) supernova (SNII) explosions. Such explosions
occur when the energy from nuclear reactions at the star’s core can no longer support
the weight of the star. The outer layers collapse onto the core until electron degeneracy
pressure forces the collapsing material to ‘bounce” back. In general, the contributions
of massive stars to cosmic pollution are mainly in the form of so-called alpha elements,
such as oxygen, neon, magnesium, and silicon.

Intermediate mass stars (0.8 M, < M < 8 M) contribute to chemical enrichment
in two ways: as asymptotal giant branch (AGB) stars and type la supernova (SNIa).
After a main sequence star has completely burned the hydrogen in its core, the star’s
core begins to contract while the outer layers expand as they cool. These stars are on
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the red giant branch (RGB) in the Hertzsprung—Russell (HR) diagram of luminosity
and temperature. When the temperature at the core of the star is high enough, helium
begins to be the primary source of nuclear fusion, stalling a star’s progress up the giant
branch. When the helium core is exhausted, the star’s envelope begins to expand again
in a similar fashion to the RGB phase. The star takes a path in the HR diagram that
asymptotes to the RGB. The instabilities resulting from hydrogen and helium burning
in shells around the core, the majority of the star’s mass may be lost in the AGB phase
(see Herwig 2005, for an excellent review of AGB stellar evolution). This mass loss is
rich in helium, carbon, and nitrogen.

Following this period of mass loss, the core (composed of mainly carbon and oxy-
gen) of the star will be left to cool down in what is known as the white dwarf phase.
During this phase, the star remains relatively inactive unless it comes into contact with
another star. A merger (typically as a result of binary stellar evolution), that puts the
object above the Chandrasekhar mass (~ 1.38Mg) will cause runaway nuclear fusion.
This results because the star uses electron degeneracy pressure to support itself and
does not use thermal pressure to respond to increases in temperature and therefore
cannot add more pressure to counteract the heat generated from the nuclear activity.
Eventually, the energy from nuclear reactions will unbind the star, resulting in what
is called a type Ia supernova. The ejecta from this explosion are heavily enriched in
metals, in particular iron.

Since the amount of time that stars spend on the main sequence is significant com-
pared to the star formation timescale, it is useful to define the stellar lifetime, 7(1), as
the time from stellar birth until the point at which the star leaves the main sequence.
Because gravity is able to hasten the evolution of a star, its lifetime is a monotonically
decreasing function of mass. The result is that high mass stars end their lives relatively
quickly, while low mass stars can live for billions of years. Note that this discussion
ignores the time from when a star leaves the main sequence to when it loses most of its
mass (as either a SNII or an AGB star). The duration of this period is negligible with
respect to the other timescales discussed here.

Type Ia supernovae, on the other hand, occur in evolved stellar systems (i.e., after
one or more of the stars is already ‘dead’). For SNIa, a separate rate function must
be calculated since its occurrence is governed by binary as well as stellar evolution.
Typically these supernovae occur over a long period of time.

Since we now have the power to follow different elements (since they are created
by different processes), we must redefine the term ‘yield” slightly. Recall that earlier
we defined the yield y, as the metal mass ejected divided by the amount of amount of
mass remaining in stars. We now use yield to refer to the elemental mass ejected from a
star of a given mass and metallicity. That is, for a given stellar mass and metallicity we
specify the abundance of a given element leaving the star. While this prevents us from
presenting a neat analytical solution, our analysis becomes significantly more versatile.

The details of our numerical model are as follows. We begin with a reservoir of gas
with arbitrary metallicity. During a given timestep ¢; + At, we lock a certain amount of
mass into stars based on a prescribed star formation rate. These stars have the metallic-
ity of the gas out of which they formed. We then integrate the contributions from each
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stellar population formed in preceding timesteps (i.e., from ¢t = 0 to ¢t = ;) based on
the characteristics (mass, metal content) of the stars born at that timestep. To do this,
we convert time into mass using the lifetime function, then look up in yield tables the
corresponding asymptotic giant branch star, supernova type II, and supernova type la
yields. This can be written in equation form (as in chapter 3) to show the mass expelled
by stars Am, during a single time step (¢;, t; + At) by a stellar population of initial mass
m. o and metallicity Z that was created at time ¢, < ¢;:

Am, = mu(t;) — m.(t; + At) (1.32)
Mz (t;i—t)
= Mk / @(M)mej(M, Z) dM, (133)
My (ti—t*‘i‘At)

where M (1) is the inverse of the lifetime function 7, (M), me;(M, Z) is the mass ejected
by a single star and ®(M) is the stellar initial mass function (IMF), normalized such
that [ M®(M)dM = 1. It is straightforward to generalize the above equations to give
Am, ;, the mass ejected in the form of element j. The functions 7(M ) and m (M, Z)
need to be taken from stellar evolution and nucleosynthesis calculations provided in
the literature. This methodology allows us to compare yields (that is, m; (M, 2)),
IMFs, and type Ia supernova rates under various conditions relatively quickly.

All of the following calculations are done with our default yield set and type Ia
lifetime model (Marigo 2001; Portinari et al. 1998; Thielemann et al. 2003, exponential
delay function, see chapter 3). The first thing we try is to turn all of the gas into stars
in one step. In that way we are simply looking at the ejecta from the stars.

In figure 1.3 we show the behaviour of this model. Notice that some elements are
ejected on different timescales, corresponding to the lifetimes of the stars that produce
these elements. We see that for primordial abundances, carbon, nitrogen, and iron are
all produced with a delay. The former two are mainly produced by AGB stars while
a significant portion of the iron comes from SNIa. These effects diminish as the initial
metallicity increases since a larger fraction of the ejecta is composed of metals present
at the time the star is formed. Note that here we compare to solar by using the notation
[X/H] = Log(mx /mu) — Log(mx/mn)e, as is commonly done in the literature.

We next try an efolding star formation history (that is, exponentially decaying),
which is similar to what is used by those who have in recent years been studying stel-
lar populations of individual galaxies. For this calculation we have not assumed that
the initial gas cloud is immediately converted into stars, as we did in the previous ex-
ample. Stars are formed with a characteristic timescale of 1 Gyr (with a normalization
of 1 - after 1 Gyr, 1/e of the gas has been turned into stars). These parameters are ar-
bitrarily chosen to show the behaviour of such a star formation history, but this also
illustrates a degree of freedom in this type of calculation. Since stars return gas to the
ISM, the stellar mass fraction does not increase monotonically in this model, but peaks
at approximately 40%.

In figure 1.4 we compare this model with a closed box calculation explored in the
previous section (using a yield, y = 0.02, and the gas fraction obtained from the nu-
merical model). The closed box model predicts the shape of the metallicity evolu-
tion well. Note that when the gas is initially not metal-free, equation 1.13 becomes:
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Figure 1.3: Our numerical chem-

5 () [rr——— . e ical evolution model with an ini-
I 1~ ' tial burst of star formation and a
- ég A A Chabrier (2003) IMF. Shown are ra-
3 ool s T ] tios of gas abundance of element
~05F < _ i 11 1 1 X to hydrogen (top) and iron (bot-
~1.0f { ! ] ] tom) as a function of time. Since the
oo burst consumes 100% of the gas, this
12 \ figure effectively shows the ejecta
T 05} S of a single stellar population as a
X oo} T IR function of time. The left, centre,
-0.5¢ | and right columns begin with pri-
j:g’ \\v" - Do - mordial, 1% solar, and solar gas
10° 107 10% 10°10™10° 107 10% 10°10'°10° 107 10° 10° 10'° metallicity respectively. Elements
Time (Gyr) Time (Cyr) Time: (Gyr) shown are Carbon (solid), Nitrogen
(dashed), Oxygen (dot-dashed) and

Iron (dot-dot-dot-dashed).
Zy(t) = —ylnf, + Z,(0). There is of course, a slight offset between the closed box

model and the numerical result for the first time step because the closed box model as-
sumes that the gas is instantaneously recycled while the in the numerical model there
will be a delay of at least one time step. Many of the differences between the relative
abundances seen in figure 1.3 have now disappeared since the ejecta initially make up
relatively little of the gas. These differences can be seen when the abundance ratios are
plotted with respect to iron, indicating that this can be an important way of evaluat-
ing chemical evolution models. We note that the final abundances do not converge to
the solar values, as one might expect. It shall be seen later that uncertainties in stellar
yields and SNIa rates can more than account for the difference from solar seen in figure
1.4.

Finally, we use a Strolger et al. (2004) star formation rate, which is an analytic es-
timation of the cosmic star formation rate. In figure 1.5 we see that with this star for-
mation history, the initial metallicity of the gas appears to be much more important.
This is only because this star formation rate results in much less stellar mass. Again,
we see that the closed box model predicts the numerical solution very well. The fact
that the estimates of metallicity fall below solar does not give cause for concern since
this would be averaged over the entire universe and there are indeed regions of very
low metallicity in the Universe at z = 0.

1.2 THE OWLS PROJECT

Ultimately, studying the chemical evolution of the universe is best approached using
cosmological, hydrodynamical, chemodynamical simulations. Cosmological because
large scales are necessary to capture the different types of objects which contribute
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ted).
;g, Figure 1.5: Our numerical chem-
o:o— ical evolution model with a Strol-
T sl ger et al. (2004) star formation
= ol /e rate and a Chabrier (2003) IMF.
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top panel is the prediction from the
analytical closed box model (grey
dotted).

to the chemical enrichment of the universe. Hydrodynamical because gas forces play
an important role in chemical evolution. Chemodynamical because it is important to
follow where the produced metals originate and where they go. This method allows
one to relax the instantaneous mixing approximation on large scales, as well as to in-
vestigate the chemical state of the gas in density/temperature phase space. Such an
undertaking introduces new parameters that require tuning and are subject to difficul-
ties in the interpretation of the results. Nevertheless, we will find that the chemical
makeup of the IGM is complex enough that such an approach is warranted.

The idea behind the OverWhelmingly Large Simulations (OWLS) project Schaye
et al. (2009) was to run a large suite of simulations, each with slightly different physical
implementations or numerical parameters. Some of the aims it was conceived with are
as follows:

e Quantify uncertainties due to numerical parameters.
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e Quantify uncertainties due to sub-resolution physics.
e Determine which physical processes are influential in a given regime.

e Test observational /sampling biases in a controlled environment.

The process of comparing simulations with different physical models can be very
instructive. It may allow us to clearly understand the physics involved in certain phe-
nomena, or it may simply allow us determine, to first order, what is important and
needs further study.

1.3 THIS THESIS

This thesis is heavily based on the OWLS project. The first half describes some of the
physics that has gone into the reference model of the project, while the second half
focuses more on the analysis of the simulations.

1.3.1 Chapter 2

Chapter 2 discusses how metals and a photoionizing background can effect the radia-
tive cooling of cosmic gas. This is presented in the context of gas typical (in density,
temperature, and ionizing background) of the intergalactic medium and protogalaxies.
Metal enrichment typically serves to enhance cooling rates (due to the increased num-
ber of bound electrons) and photoionization typically serves to decrease cooling rates
(due to the decreased number of bound electrons available and through photoheating).
Although both of these effects had been previously discussed in isolation, we combine
the two and explore the relative contribution of both effects for a range of densities and
temperatures. We find that the density at which gas can cool in a Hubble time changes
by up to an order of magnitude for given metallicity and ionization conditions. This ef-
fect occurs in a non-trivial manner, indicating self-consistent calculations are necessary
for accurate cooling rates.

We demonstrate how to calculate the contributions of each element to the cooling,
allowing us to relax the assumption that the relative abundances of the elements in
the gas are that of solar. Even in well mixed gas, relative abundances can change by a
factor of a few as it gets enriched by different processes (see the previous section). This
is very important since the individual peaks of the cooling curve are very sensitive to
abundances and ionization state. The cooling calculations presented in this chapter are
used in the simulations presented in the rest of this thesis.

1.3.2 Chapter 3

In chapter 3 we describe the chemodynamics that goes into our simulations. We take
care to consider every ingredient in turn, illustrating the uncertainties involved. The
uncertainties in the stellar yields, and particularly in the supernova type Ia rates, can
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amount to differences of factors of a few in metal production. We then examine the
distribution of metals in the reference runs of the OWLS project, which incorporates
our method. We find that simply changing the definition of the metallicity in the sim-
ulations can result in up to a factor of one and a half difference in stellar mass at z = 0,
illustrating some of the numerical difficulties inherent to such a calculation.

The metals in our simulations are distributed relatively evenly among the cosmic
gas phases at z = 2 and they do not follow the relative distributions of baryons, which
tend to either be in a shock-heated, warm-hot phase surrounding galaxies and haloes
or in a cold, diffuse phase. At z = 0, most of the metals are locked up in stars.

1.3.3 Chapter 4

The power of the OWLS project is finally realised in chapter 4. Here we compare the
different physical models used in the various simulations in the context of the cosmic
metal distribution. We examine in detail the effect of cooling, galactic wind model,
stellar IMF, and feedback from AGN.

We find that strong feedback is needed to efficiently eject metals from haloes of all
masses. This can come in the form of a particularly strong supernova wind model, a
top-heavy IMF in high pressure regions, or feedback from AGN. In accordance with
previous work, we find that the metallicity of the Warm-Hot Intergalactic Medium
(WHIM) - where a large portion of the baryons in the local universe reside - to be of
order 107'Z;, experiencing little evolution. Among all of the models this value varies
by less than 0.5 dex. The only exception is the models that do not include energy
feedback in the form of stellar winds and supernovae.

The metallicity of the lowest density regions - the diffuse IGM - is very sensitive
the precise parameters and implementation of the feedback. This dependence can be
therefore useful in gauging the validity of the different models.

We find in all models that the average stellar metallicity of the Universe is rather
high ([Z.] ~ —1) at high redshift (= ~ 6).

1.3.4 Chapter 5

The final chapter considers the origin of the z = 0 (that is, present day) metals. We
construct an enrichment history for different gas phases at z = 0 in the highest resolu-
tion reference model. As expected, we find a strong density dependence, with gas of
higher density being enriched later. We not only consider when this gas was enriched,
but also by what. A group finder is used to determine the characteristic halo mass
which enriches gas of a given density and temperature. Here too, we find a strong
density gradient. Low mass haloes enrich the low density IGM while high mass haloes
enrich hot gas of medium densities. This is independent of the feedback model. The
cold, diffuse, underdense IGM contains very few metals, the metals that are there come
mainly from intergalactic stars. The fact that much of the IGM enrichment is driven by
the lowest mass haloes that we can resolve, suggests that the characteristic halo mass
by which the IGM is enriched may be dependent on resolution.
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1.4 OUTLOOK

Improvement on this work will come via computer code development. Ideally we
would like to be able to resolve more physics without making the simulation unfeasi-
ble, in terms of run time, data storage, or memory management. Currently run time is
typically not limited by processor speed, but by communication. Since communication
is not likely to improve much in the near future, better codes need to be introduced.
Data storage will need to become more efficient since analysing the data is quickly
becoming a computer science problem itself. Finally, if we wish to achieve higher res-
olutions (which may be necessary if we introduce more physics), we shall need more
memory since this limits the number of particles that can be employed.

Aside from these problems, development also needs to continue for the hydrody-
namical aspect of these codes. Specific to Smoothed Particle Hydrodynamics (SPH - a
popular method of performing hydrodynamics calculations) it has recently become ap-
parent that a number of ‘tweaks” may need to be made to reduce numerical problems
such as discreteness and lack of diffusion (e.g., Wadsley et al. 2008; Greif et al. 2009;
Kawata et al. 2009). Perhaps novel approaches to hydrodynamics need to considered
(e.g., Springel 2009).

New codes will hopefully also include the transfer of radiation from galactic sources
throughout the IGM. While the simulations presented here assume a uniform radiation
tield, in reality the gas will be embedded in an inhomogeneous radiation field - partic-
ularly during reionization. This could have a large impact on the temperature structure
of the IGM.

More related to the chemodynamics, the uncertainties in stellar evolution/nucleosynthesis
models will hopefully be diminished in the future. Models of type Ia supernova in
particular have been getting much attention as their explosion rate/mechanism is also
uncertain. If we are to maintain any hope of performing any useful science with indi-
vidual abundances (beyond reproducing general trends), progress in the above areas
is a necessity. The uncertainties in the type Ia supernova rate in particular, result in a
wide range of values for iron abundances. On the other hand these uncertainties can
also be reduced observationally.

There currently exist a number of mechanisms to drive galactic winds. Such winds
are thought to carry metals from the galaxies that they are produced in to the low den-
sity IGM. The only direct constraint on the nature of such winds is the energy of a su-
pernova (assuming supernovae do indeed drive galactic winds). When attempting to
account for this process in simulations, it is unclear how efficient this energy couples to
the surrounding medium. At some point, a certain fraction of this energy is converted
into kinetic energy as an outflow is formed. Whether this results in a large amount
of mass moving at a low velocity or a small amount of mass at a fast velocity is an-
other source of uncertainty. If one also considers other mechanisms for galactic winds
(radiation pressure on dust grains, cosmic ray pressure, active galactic nucleii), then
there is even more freedom available. While one may try to constrain these models
indirectly with other signatures (the galactic mass-metallicity relation, IGM metallicity
measurements, galactic mass functions, etc.), these tend to be degenerate with other
uncertain/unresolved processes. A sound, first principles, understanding of galactic
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winds is clearly necessary.

Encouragingly new instruments and telescopes will continually become available.
In the next decade, a number of instruments are coming online that will be able to mea-
sure abundances for a number of temperatures and densities in the IGM. It is hoped
that new X-ray instruments will finally detect and analyse the WHIM - a phase oft pre-
dicted in simulations, but not yet detected with instruments. This phase is thought to
hold a good fraction of the baryons and metals in the local universe. Further measure-
ments of abundances to greater radii in clusters will also help sort through the models.
Lastly, more sensitive detectors will allow absorption lines to be measured in more and
more galaxy spectra, offering a probe of the coldest portions of the IGM.

We present here a thorough treatment of the physics of the numerical models in the
hope that we can understand what processes are influential so that the path ahead may
become clearer.
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CHAPTER 2

Photoionization and the cooling rates of
enriched, astrophysical plasmas

Robert P.C. Wiersma, Joop Schaye and Britton D. Smith
Monthly Notices of the Royal Astronomical Society, 393, 99, 2009

ADIATIVE cooling is central to a wide range of astrophysical
problems. Despite its importance, cooling rates are generally
computed using very restrictive assumptions, such as collisional ion-
ization equilibrium and solar relative abundances. We simultane-
ously relax both assumptions and investigate the effects of photo-
ionization of heavy elements by the meta-galactic UV /X-ray back-
ground and of variations in relative abundances on the cooling rates
of optically thin gas in ionization equilibrium. We find that photo-
ionization by the meta-galactic background radiation reduces the net
cooling rates by up to an order of magnitude for gas densities and
temperatures typical of the shock-heated intergalactic medium and
proto-galaxies (10° K < T < 10°K, p/ (p) < 100). In addition, photo-
ionization changes the relative contributions of different elements to
the cooling rates. We conclude that photo-ionization by the ioniz-
ing background and heavy elements both need to be taken into ac-
count in order for the cooling rates to be correct to order of magni-
tude. Moreover, if the rates need to be known to better than a factor
of a few, then departures of the relative abundances from solar need
to be taken into account. We propose a method to compute cooling
rates on an element-by-element basis by interpolating pre-computed
tables that take photo-ionization into account. We provide such tables
for a popular model of the evolving UV /X-ray background radiation,
computed using the photo-ionization package CLOUDY.
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2.1 INTRODUCTION

Dissipation of energy via radiative cooling plays a central role in many different astro-
physical contexts. In general the cooling rate depends on a large number of parame-
ters, such as the gas density, temperature, chemical composition, ionization balance,
and the radiation field. In the absence of radiation, however, the equilibrium ioniza-
tion balance depends only on the temperature. In that case the cooling rate in the low
density regime, which is dominated by collisional processes, is simply proportional to
the gas density squared, for a given composition. Thus, the cooling rates for a plasma
in collisional ionization equilibrium (CIE) can be conveniently tabulated as a function
of the temperature and composition (metallicity) of the gas (e.g., Cox & Tucker 1969;
Raymond et al. 1976; Shull & van Steenberg 1982; Gaetz & Salpeter 1983; Boehringer &
Hensler 1989; Sutherland & Dopita 1993; Landi & Landini 1999; Benjamin et al. 2001;
Gnat & Sternberg 2007; Smith et al. 2008), and such tables are widely used for a large
variety of problems.

Although it is convenient to ignore radiation when calculating cooling rates, radi-
ation is generally important for the thermal and ionization state of astrophysical plas-
mas. For example, Efstathiou (1992) investigated the effect of the extragalactic UV
background on the cooling rates for gas of primordial composition (in practice this
means a pure H/He plasma) and found that including photo-ionization can suppress
the cooling rates of gas in the temperature range 7 ~ 10* — 10° K by a large factor.
Although the effects of radiation are often taken into account for gas of primordial
composition, photo-ionization of heavy elements is usually ignored in the calculation
of cooling rates (but see Leonard 1998; Benson et al. 2002).

In this chapter we will investigate the dependence of cooling rates of gas enriched
with metals on the presence of ionizing radiation, focusing on the temperature range
T ~ 10" — 108K and optically thin plasmas. We will show that, as is the case for
gas of primordial composition (Efstathiou 1992), photo-ionization can suppress the
metallic cooling rates by a large factor. Moreover, the suppression of the cooling rate is
significant up to much higher temperatures than for the primordial case.

We will also investigate the relative contributions of various elements to the cooling
rates. If the relative abundances are similar to solar, then oxygen, neon, and iron dom-
inate the cooling in the temperature range 7' ~ 10* — 10" K. However, we will show
that the relative contributions of different elements to the cooling rate are sensitive to
the presence of ionizing radiation.

Although we will illustrate the results using densities and radiation fields that are
relevant for studies of galaxy formation and the intergalactic medium (IGM), the con-
clusion that photo-ionization significantly reduces the cooling rates of enriched gas is
valid for a large variety of astrophysical problems. For example, for T ~ 10° K and
T ~ 10° K the reduction of metal-line cooling rates is significant as long as the dimen-
sionless ionization parameter! U > 107® and U 2 107!, respectively. We will focus
on the temperature range 10* — 10% K because gas in this temperature range is usually

U = ®y/(nuc), where @y is the flux of hydrogen ionizing photons (i.e., photons per unit area and
time), ny is the total hydrogen number density and ¢ is the speed of light.
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optically thin and because the effects of photo-ionization are generally unimportant at
higher temperatures.

Tables containing cooling rates and several other useful quantities as a function
of density, temperature, redshift, and composition, appropriate for gas exposed to
the models for the evolving meta-galactic UV /X-ray background of Haardt & Madau
(2001) are available on the following web site:
http://www.strw.leidenuniv.nl/WSS08/. The web site also contains a number
of videos that illustrate the dependence of the cooling rates on various parameters.

This chapter is organized as follows. In Section 2.2 we present our method for
calculating element-by-element cooling rates including photo-ionization and we com-
pare the limiting case of CIE to results taken from the literature. Section 2.3 shows how
metals and ionizing radiation affect the cooling rates. Section 2.4 demonstrates the im-
portance for the low-redshift shock-heated IGM, which is thought to contain most of
the baryons. In this section we also illustrate the effect of changing the intensity and
spectral shape of the ionizing radiation. We investigate the effect of photo-ionization
on the relative contributions of individual elements in Section 2.5 and we summarize
and discuss our conclusions in Section 2.6.

Throughout this chapter we use the cosmological parameters from Komatsu et al.
(2008): (2, Q2a, Uy, h) = (0.279,0.721, 0.0462, 0.701) and a primordial helium mass frac-
tion Xy, = 0.248. Densities will be expressed both as proper hydrogen number den-
sities ny and density contrasts § = py,/ (pr) — 1, where (py,) is the cosmic mean baryon
density. The two are related by

X
~1.9x107em™ (146)(1+2)° [ =L ). 2.1
19107 e (140 (142 (o @

2.2 METHOD

All radiative cooling and heating rates were computed by running large grids of photo-
ionization models using the publicly available photo-ionization package CLOUDY? (ver-
sion 07.02 of the code last described by Ferland et al. 1998). CLOUDY contains most of
the atomic processes that are thought to be important in the temperature range of in-
terest here (' ~ 10* — 10® K) and the reader is referred to the online documentation for
details about the atomic physics and data used.

The gas was exposed to the cosmic microwave background radiation (CMB) and
the Haardt & Madau (2001, hereafter HM01) model® for the UV /X-ray background ra-
diation from galaxies (assuming a 10 percent escape fraction for H-ionizing photons)
and quasars. We assumed the gas to be dust-free, optically thin and in ionization equi-
librium. We discuss the limitations and the effects of the last two assumptions in sec-
tion 2.6. All cooling rates are tabulated as a function of log ny (total hydrogen number
density), log T' (temperature), and z (redshift).

’http://www.nublado.org/
Shttp://pitto.mib.infn.it/~haardt/refmodel .html
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Table 2.1: Default CLOUDY solar abundances

Element n;/ny Mass Fraction
H 1 0.7065
He 0.1 0.2806
C 246 x 107 2.07 x 1073
N 851 x 107°  8.36 x 107*
(@) 490 x 1074 5.49 x 1073
Ne 1.00 x 107*  1.41 x 1073
Mg 347 x 107° 591 x 10~*
Si 3.47x107°  6.83x107*
S 1.86 x 107°  4.09 x 10~*
Ca 229 x107%  6.44 x107°
Fe 2.82 x 107° 1.10 x 1073

When studying the effect of changes in the relative abundances of elements, we
compute the cooling rates on an element-by-element basis. The cooling rate A; (in
ergs—! cm~?) due to element i, where element i is heavier than helium, is defined as
the difference between the cooling rate computed using all elements (assuming solar
abundances) and the cooling rate computed after setting the abundance of element i to
zero, while keeping all other abundances (i.e., number densities relative to H) the same.
This is a valid approximation provided element i does not contribute significantly to
the free electron density, which is the case for all elements heavier than helium and if
the metallicity Z < Zo.

The combined contributions from hydrogen and helium are computed by interpo-
lating in the four dimensions log ny, log 7', 2, and ny./ny from tables of CLOUDY models
that contain only H and He.

Thus, the total net cooling rate,

A= AH,He + Z Ai7 (22)
1>He
could be obtained from
nz/nH
A = Appe + Z (2 /m)o N, (2.3)
i>He

where (n;/ny)e is the solar abundance of element i (the default CLOUDY solar abun-
dances are given in Table 2.1) and A, is the contribution of heavy element i to the
radiative cooling rate for solar abundances, which we have tabulated as a function of
log ny, logT, and z. Note that we use A to denote the cooling rate per unit volume
(ergs~!cem™3).

We can, however, do better than equation (2.3) by taking the dependence of the
free electron density on He/H, into account (in equation (2.3), the electron density is
implicitly assumed to be that corresponding to solar abundances - ny./ny = 0.1). Since
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cooling rates due to metals are dominated by collisions between ions and free electrons,
A; scales as the product of the free electron and ion densities, A;  n.n;. Hence,

A = AH,He+ZAi,®<ne )(nl );

i>He Te, o
= Agpe+ Z Ai,@MIO[i/Hl (2.4)
S (ne/rm)o
where 100/ = (n;/ny)/(n;/nu)e and we used the fact that ny = ny e (since we

tabulate as a function of ny). While (n./nu)e is obtained by interpolating the solar
abundance table for n./ny in (ny, T, 2), (n./nu) must be obtained by interpolating in
((nue/nu), nu, T, z). Note that we tabulate the electron density in the absence of metals.
This is a valid approximation given that heavy elements only contribute significantly
to the free electron density for Z > Z.

In practice we tabulate log A, ., /n# over the range log[ny (cm™%)] = —8.0, -7.9, ...,
0.0 and log[T (K)] = 2.00, 2.02, ..., 9.00. In addition, the quantities log Ay ye/n%, Me/nu
and the mean particle mass are all tabulated as a function of density and temperature
for each of the values ny./ny = 0.0787, 0.0830, 0.0876, 0.0922, 0.970, 0.102, 0.107 which
correspond to mass fractions Xy /(X + Xne) = 0.238, 0.248, 0.258, 0.268, 0.278, 0.288,
0.298. Finally, for each value of the ratio ny./ny we tabulate the temperature as a
function of density and internal energy per unit mass to enable simulation codes that
parametrize thermal energy in terms of the latter quantity to use the cooling tables. We
have computed these tables for each of the 49 redshifts spanning z = 0—9 for which the
HMO01 models are defined. All tables are in HDF5 format and together they result in
upwards of 232 MB of storage. Reducing the resolution in ny and T by a factor of two
does reduce the accuracy of interpolated rates significantly*, but reduces the storage
requirements to 61 MB.

We find that for metallicities Z < Z equation (2.4) closely matches the true cooling
rate (i.e., including all elements) with very good accuracy” if the following 11 elements
are included: H, He, C, N, O, Ne, Mg, Si, S, Ca, and Fe.

For redshift = = 0 and over the full range of densities and temperatures, the median
relative errors in the absolute net cooling rates are 0.33%, 1.6%, and 6.1% for Z =
0.1Zs, Z, and 10Z, respectively (we have scaled ny./ny with metallicity). For higher
redshifts the median errors are smaller than for z = 0 because Compton cooling off
the CMB, which is modelled accurately, becomes increasingly important. Hence, even

4Reducing the temperature resolution by a factor of two roughly doubles the interpolation errors
near the thermal equilibrium solution, but in this regime the cooling times are in any case effectively
infinite.

>While the error in the total cooling rates is small, the relative errors in the contribution of individual
elements can be larger if the element contributes negligibly to the total cooling rate (see e.g., the noise in
the Fe contour at T < 10° K in the left-hand panel of figure 2.6). This is because the tables for individual
elements were computed by taking the difference between the total cooling rate for solar abundances
including and excluding the element. Hence, if the element does not contribute significantly to the
cooling rate for a particular density, temperature, and redshift, then its contribution will be computed
as the difference between two nearly equal numbers. Because this can only occur if the contribution is
negligible, we do not consider this to be a problem.
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Figure 2.1: Comparison of normal-
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for metallicities as extreme as 10 times solar, using equation (2.4) and including 11
elements gives errors of only a few percent. As we shall see below, this is much smaller
than the differences between different photo-ionization codes. Using equation (2.3)
rather than (2.4) gives similar errors for low metallicities, but the median errors are a
factor 2-3 higher for Z > 10%° Z.

Excluding temperatures within 0.1 dex of the thermal equilibrium solution (where
the relative errors in the net cooling rate, which is computed as the absolute difference
between heating and cooling, become large because we are subtracting two nearly
identical numbers), the maximum errors in the net cooling rates are 32%, 29%, and
39% for Z = 0.1Zg, Zs, and 10Z, respectively. Thus, even for extreme metallicities
the maximum difference between the estimated and true rates is well within a factor
of two. These maxima are reached near the 0.1 dex exclusion zone, so the maximum
errors for temperatures that differ substantially from the equilibrium values are much
smaller.

We have also tabulated the combined cooling rates of all elements heavier than
helium, assuming solar relative abundances. While scaling all heavy elements simul-
taneously reduces the accuracy (relative to scaling the contribution of each element
individually), these tables may be convenient in the absence of a complete set of ele-
mental abundances. In this case, the total cooling rate becomes:
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Although cooling rates including photo-ionization have not yet been tabulated, CIE
cooling rates have been published by various authors. In Figure 2.1 we compare our
CIE results (i.e., CLOUDY version 07.02) with those of Gnat & Sternberg (2007) (who
used CLOUDY version 06.02), Sutherland & Dopita (1993) (who used MAPPINGS) and
also with MAPPINGS I1I (version r; Groves et al. 2008). The calculations generally differ
in terms of the code, the atomic rates, and the solar abundances that were used. In
order to focus the comparison on codes and rates, we used the solar abundances as-
sumed by Gnat & Sternberg (2007) when computing the cooling rates for all curves in
this figure®. Note that these abundances differ somewhat from the solar abundances
that we use in the rest of this chapter.

The differences in the cooling rates shown in Figure 2.1 are typically smaller than
0.3 dex suggesting that the cooling rates are known to better than a factor of two, at
least for CIE. The differences are largest for 7' ~ 10° K, with MAPPINGS giving higher
cooling rates than CLOUDY.

A =Aupe +Azo (2.5)

2.3 PHOTO-IONIZATION, METALS, AND COOLING RATES

The cooling rates in photo-ionization equilibrium are not proportional to the density
squared, as is the case for CIE. As a consequence, the cooling curve changes dramati-
cally with density. This is illustrated in Fig. 2.2 which shows normalized, net cooling,
rates (|A/n%|), as a function of temperature for solar abundances. Different curves cor-
respond to different densities, as indicated in the legend.

The calculation includes the CMB and the HMO01 background at redshift three.
The z = 3 HMO1 background corresponds to a hydrogen photo-ionization rate I';; =
/1072 s7!' = 1.1 and an ionization parameter U = 1.6 x 107°/ny. We stress that in
the vicinity of ionizing sources the radiation field may be much more intense, which
would enhance its effect on the cooling rates compared to the results presented here.

As the density decreases the gas becomes more highly ionized and the cooling
peaks due to collisional excitation of various ions disappear. For very low densities
and high temperatures the normalized cooling rates actually increase as they become
dominated by Compton cooling off the CMB, which scales as A o« n.I'. For the two
lowest densities shown, the equilibrium temperature, for which the net cooling rate
A — 0, exceeds 10 K. In these cases, curves corresponding to net heating appear to the
left of the thermal equilibrium temperature.

Note that for the lowest densities shown here, adiabatic cooling due to the expan-
sion of the Universe becomes important. We have not included this effect here since
cooling rates at these densities are often considered in the context of cosmological mod-
els which implicitly take this into account. The rates however, are a complex interplay

®Sutherland & Dopita (1993) only give the cooling rates as a function of the abundance of iron, which
we interpolated to the corresponding Gnat & Sternberg (2007) value.
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of photo-heating (dominant at low temperatures), adiabatic expansion of the Universe
(dominant at medium temperatures), and Compton cooling off the CMB (dominant at
high temperatures).

Figure 2.3 shows how the presence of heavy elements and radiation affects the
radiative cooling time. Each panel shows contours of constant cooling time in the
density-temperature plane for two models. The top panels illustrate well known re-
sults, while the bottom panels demonstrate the importance of radiation on the cooling
due to metal lines.

Here and throughout the cooling time refers to the absolute value of the net radia-
tive cooling time at a fixed hydrogen density,

P T %nkT
cool = dT/dt B |Aheat - Acool| ‘

(2.6)

For temperatures below the thermal equilibrium temperature, ¢.,, corresponds to a
heating timescale. The calculation includes the CMB and, optionally, the HMO01 back-
ground at redshift three.

Note that adiabatic cooling due to the expansion of the Universe is not included,
but would dominate over radiative cooling for sufficiently low densities. For example,
the universal Hubble expansion (appropriate for densities around the cosmic mean,
ie, ng ~ 10°cm™ at z = 3) corresponds to an adiabatic cooling time t.oo1 adiab =
1/(2H) ~ 1.6 x 10° yrat z = 3.

The top-left panel shows that for a metal-free” gas, ionizing radiation drastically
reduces the cooling rates for 10* K < T < 10°K (Efstathiou 1992). This happens because
the peaks in the cooling rate due to collisional excitation of neutral hydrogen and singly
ionized helium (followed by Ly« emission) are removed when the gas is photo-ionized.

In the presence of ionizing radiation (solid curves) there are actually two contours
for each net cooling time, corresponding to net heating (left of the thermal equilibrium

"We use ny./ng = 0.083 for primordial abundances.
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Figure 2.3: Contour plots of the net cooling time in years as a function of temperature and total
hydrogen number density (note that the mean baryon density corresponds to ny ~ 107° cm ™3
at z = 3). For temperatures below the equilibrium temperature, the contours indicate negative
net cooling times, that is, heating times (see text). The gas in all models is exposed to the z = 3
CMB. In addition, models for which the legend indicates I';2 = 1.1 use the z = 3 HM01 UV /X-
ray background. The figure confirms that both metals and photo-ionization affect the cooling
rates significantly, and shows their combined effect. Top-left: The effect of photo-ionization for
zero metallicity; Top-right: The effect of metallicity for a purely collisionally ionized plasma;
Bottom-left: The effect of photo-ionization for solar metallicity; Bottom-right: The effect of metal-
licity for a photo-ionized plasma.

asymptote) and net cooling (right of the equilibrium asymptote). These two contours
nearly merge® near the (density-dependent) thermal equilibrium temperature, slightly
above 10* K, where the net cooling time goes to infinity. Below this temperature, the
heating time is dictated by the photo-heating rate.

For T >> 10° K photo-ionization has no effect on a metal-free gas because the plasma
is already fully ionized by collisional processes. In this regime the plasma cools pre-
dominantly via the emission of Bremsstrahlung and/or inverse Compton scattering of
CMB photons. The latter process is the dominant cooling mechanism for most of the

8The fact that the contours really do merge and then disappear at high densities is due to the limita-
tions of our plotting package and the finite resolution of our grid.
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baryons at high redshift (z > 7). In the plot inverse Compton cooling off the CMB
dominates the radiative cooling rate at low densities and high temperatures, but the
corresponding cooling time exceeds the Hubble time.

For diffuse, intergalactic gas (i.e., for density contrasts § < 10?, corresponding to
ny < 1072 cm™® at z = 3, much lower than expected in virialized objects, e.g., Coles &
Lucchin 2002) of primordial composition, radiation increases the cooling time at 10° K
by at least an order of magnitude and by much more at lower temperatures. Since the
cooling times in this regime are comparable to the Hubble time, radiation will have a
large effect on the fraction of the baryons that are hot. At densities corresponding to
collapsed objects (§ > 102 or ny > 1072 cm ™ at z = 3), the increase in the cooling time is
generally smaller, although it can still easily be an order of magnitude at temperatures
as high as 10*° K.

The top-right panel shows that heavy elements strongly increase the cooling rate
of a collisionally ionized plasma for 10K < 7' < 10K (e.g., Boehringer & Hensler
1989). Comparing the model with primordial abundances (dashed contours) to the
one assuming solar metallicity (solid contours), we see that the cooling times typically
differ by about an order of magnitude. The presence of metals allows radiative cooling
through collisional excitation of a large number of ions at a variety of temperatures.
For T > 107K the difference is smaller because there are few lines to excite since most
elements are collisionally ionized to a very high degree. Bremsstrahlung is the domi-
nant cooling mechanism at these very high temperatures.

The bottom-left panel demonstrates that ionizing radiation also strongly reduces
the cooling rates when heavy elements dominate the cooling. This happens for the
same reason as in the primordial case. The radiation field ionizes the plasma to a
higher degree than it would be in CIE. Hence, the ions that are typically collisionally
excited are not present, reducing the cooling rates.

Note that a similar thing happens when a collisionally ionized plasma is cooling
more quickly than it can recombine. In that case the ionization balance shifts out
of equilibrium leaving the gas too highly ionized for its temperature. As for photo-
ionization, the associated reduction of the number of bound electrons with excitation
energies low enough to be collisionally excited, reduces the cooling rate (e.g., Kafatos
1973; Shapiro & Moore 1976; Schmutzler & Tscharnuter 1993; Sutherland & Dopita
1993).

Comparing the models with (solid contours) and without ionizing radiation (dashed
contours), we see that for densities characteristic of the diffuse IGM (§ < 10? corre-
sponding to ny < 107 cm ™ at z = 3), radiation significantly reduces the cooling rates
for T < 10°K and that the reduction typically exceeds one order of magnitude for
T < 3 x 10°K. For densities ng = 1072 cm™ the cooling rates are only suppressed
substantially for 7' < 3 x 10* K. However, we stress that what matters here is the ion-
ization parameter. Hence, a stronger radiation field will affect the cooling rates up to
higher densities. Gas with a density characteristic of collapsed objects will typically be
close to sources of ionizing radiation and may thus be exposed to a radiation field that
is more intense than the meta-galactic UV background.

Finally, the bottom-right panel shows that metals strongly increase the cooling rates



Photoionization and the cooling rates of enriched, astrophysical plasmas 29

in the presence of an ionizing radiation field, as was the case for a collisionally ionized
gas (top-right panel). For solar metallicity the cooling rate at 7' < 107 K is typically an
order of magnitude higher than for a primordial composition.

Note that for very low densities (ng < 107° cm™?) metals increase the equilibrium
temperature (towards the left side of the region where the net cooling time is above
10! years) because their presence boosts the photo-heating (via oxygen and iron?) but
does not significantly affect the cooling because it is dominated by Compton cooling

off the CMB.

2.4 EFFECT ON THE WHIM

The fraction of gas that has been shock-heated to temperatures of 1°K < T <
107 K is currently of great interest, mainly because this so-called warm-hot intergalactic
medium (WHIM) is hard to detect, yet may contain a large fraction of the baryons in
the low-redshift Universe (e.g., Cen & Ostriker 1999). There are two reasons why the
WHIM becomes more important at lower redshift. First, as structure formation pro-
gresses, larger structures form, leading to stronger gravitational accretion shocks and a
greater fraction of the baryons are heated to temperatures in the WHIM range. Second,
as the universe expands, the density of the diffuse gas decreases as'’ (1 + z)* and the
cooling time due to collisional processes (which dominate for »z < 7) will thus increase
as (1 4 z)7%. Hence, the cooling time increases faster than the Hubble time and more
and more of the shock-heated gas is unable to cool.

Since the cooling times are of order the Hubble time for much of the WHIM, the
precise values of the cooling rate is particularly important. Because the cooling of the
WHIM tends to be dominated by line radiation, because its density is low (6 ~ 10—10%;
e.g., Bertone et al. 2008), and because the WHIM gas may well be enriched to values of
10% of solar or higher, both metals and photo-ionization by the UV background may
be important. Figure 2.4 demonstrates that this is indeed the case.

Figure 2.4 shows a contour plot of the cooling time in the density contrast-temperature
plane for redshift = = 0. Each contour corresponds to the same net cooling time,
namely the Hubble time. Dashed contours are for a purely collisionally ionized gas,
while the solid contours include photo-ionization by the z = 0 UV /X-ray background
radiation from galaxies and quasars, which corresponds to a hydrogen photo-ionization
rate I';; = 0.08 and an ionization parameter U = 9x 10~ 7 /ny. Metallicity increases from
the top down from zero (i.e., primordial abundances), to 10% solar (grey contours) to
solar (black), as indicated in the figure. Gas above a given contour is able to cool, while
gas below it will remain hot.

For a primordial composition (grey contours), turning on the ionizing radiation
raises the density contrast above which the gas can cool from § < 10 to 6 ~ 10? for
T < 10° K. For solar metallicity, the UV radiation becomes important for 7' < 10° K and
raises the critical density required for cooling within a Hubble time by about an order

9The increased He/H ratio also boosts the photo-heating rate, but its contribution is smaller than that
of the metals.
19T reality the density will decrease slightly less fast with time if the gas is overdense and collapsing.
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Figure 2.4: Contours show where
the net cooling time equals the
Hubble time in the density con-
trast - temperature plane at z =
0. From top to bottom, metallic-
ity increases with increasing line
thickness, from primordial to so-
lar. Dashed contours are for colli-
sional ionization only, while solid
] contours are for gas exposed to the
E HMO01 model for the z = 0 UV/X-
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of magnitude for 7' < 10° K. Increasing the metallicity from zero to solar decreases the
critical density contrast by about an order of magnitude over the full range of WHIM
temperatures. Clearly, both photo-ionization and metals are important for the thermal
evolution of the WHIM.

Figure 2.5 shows how the intensity and the spectral shape of the ionizing radiation
affect the results for solar abundances. The solid contour indicates the density contrasts
and temperatures for which the cooling time equals the Hubble time for the z = 0
HMO1 model for the UV /X-ray radiation from quasars and galaxies (model QG). It
is identical to the black, solid contour in Figure 2.4. The dashed contour shows the
teool = ty contour after we have multiplied the entire HMO1 radiation field by a factor
of 10 (model 10+xQG). Increasing the intensity reduces the cooling rates, shifting the
contour to higher densities.

The dot-dashed contour corresponds to the quasar only HM01 model (model Q),
which we have rescaled such as to give the same hydrogen ionization rate as model
QG. Since the average energy of H-ionizing photons is higher for model Q than for
QG, the difference between the dot-dashed and solid contours reflects the effect of
changing the spectral hardness. Comparing these two contours, we see that, at a fixed
H ionization rate, harder spectra tend to inhibit the cooling more than softer spectra
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Figure 2.5: Contours show where
the net cooling time equals the Hub-
ble time in the density contrast -
temperature plane for gas of solar
metallicity at z = 0. The solid
contour is for the HM01 model for
] the z = 0 UV/X-ray background
3 from galaxies and quasars (model
QG), the dashed contour is for a
. radiation field with the same spec-
] tral shape as model QG, but 10
times the intensity, and the dot-
dashed contour is for the HMO01
quasars only radiation field, scaled
to the same hydrogen ionization
rate as model QG. Each contour
e T T comprises two components, corre-
T (K) sponding to net heating (low tem-
perature component) and net cool-
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respectively, which merge near the
(density-dependent) thermal equi-

librium temperature.

1gtE

C Quasars & Galaxies

[ -—--- 10 x (Quasars & Galaxies)
——————— Quasars

0% -

10%E
10" E

10° €7 cool >t E

for temperatures above the equilibrium value (the ¢.,, = ¢ty contour moves to higher
densities for harder spectra). This happens because collisional excitation of heavy ions
involves electrons with higher ionization energies than hydrogen. The extra high en-
ergy photons will remove many of those electrons, thus reducing the cooling rates
further. For temperatures below the equilibrium value, however, the net cooling time
actually decreases (the lower-left of the left contour moves to lower densities for harder
spectra) because the photo-heating rates are larger for harder spectra.

In summary, for densities and temperatures characteristic of the WHIM the nature
of the ionizing radiation field as well as the metallicity of the gas may have a significant
impact. Accurate cooling rates therefore require a correct treatment of the composition
of the gas, the spectral hardness, and the radiation intensity. Simple models may result
in a poor estimate of the amount of baryons in the WHIM phase.

2.5 THE RELATIVE IMPORTANCE OF DIFFERENT ELEMENTS

For solar abundances, a large number of elements contribute to the radiative cooling
rate. The black, solid curve in the left-hand panel of Figure 2.6 shows the normalized
cooling rate (A/nf) as a function of temperature for a plasma in pure CIE and for solar
abundances, reproducing previous work done on this subject (e.g., Cox & Tucker 1969;
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Figure 2.6: Normalized cooling rates as a function of temperature for solar abundances, as-
suming either CIE (left-hand panel) or photo-ionization equilibrium for ny = 1074 cm ™3 and
an optically thin gas exposed to the z = 3 HMO01 model for the meta-galactic UV /X-ray back-
ground from quasars and galaxies (right-hand panel). Note that normalized cooling rates are
independent of the density for CIE, but not for photo-ionization equilibrium. The black, solid
curve indicates the total cooling rate and the thin, grey, solid curves show the contributions
from individual elements. The black, dashed curve shows the contribution from H and He.

Raymond et al. 1976; Shull & van Steenberg 1982; Gaetz & Salpeter 1983; Boehringer &
Hensler 1989; Sutherland & Dopita 1993; Landi & Landini 1999; Benjamin et al. 2001;
Gnat & Sternberg 2007; Smith et al. 2008). The thin, coloured, solid curves show the
contributions from individual elements, while the black, dashed curve shows the total
cooling rate due to H and He. For 7' > 107 K Bremsstrahlung (i.e., H & He) dominates,
but at lower temperatures line radiation is most important. Going down from 10" K
to 10* K the cooling rate is successively dominated by iron, neon, oxygen, carbon, and
hydrogen.

If the cooling rate is dominated by a single element, as is for example the case for
oxygen at T ~ 2 x 10°K and for iron at 7' ~ 109K, then the total cooling rate will
be sensitive to the relative abundances of those elements. For instance, since [O/Fe] is
observed to vary with environment by factors of two or so at a fixed metallicity (e.g.,
Shetrone et al. 2003), we can expect similar variations in the cooling rates.

We next turn on the HMO1 ionizing background and illustrate the results for nyg =
107*cm™ and z = 3 in the right-hand panel of Figure 2.6 (recall that the left-hand
panel is independent of both density and redshift). For this figure we have excluded
Compton cooling off the CMB to isolate the impact of the ionizing radiation and be-
cause the former is only important at high redshift. We can see that photo-ionization
affects some elements more than others. As we have seen before, the effect is stronger
for lower temperatures. Although we show the results for only a single density here,
we note that the importance of photo-ionization increases with decreasing density.

Comparing the cooling rates including photo-ionization (right-hand panel of fig-
ure 2.6) to those for CIE (left-hand panel of figure 2.6) shows that photo-ionization
increases the relative importance of oxygen and decreases that of carbon, helium, and
especially hydrogen. Itis also clear that many of the peaks of the various elements shift
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to lower temperatures when an ionizing radiation field is present. This shift occurs be-
cause a photo-ionized gas is overionized for its temperature compared to a collisionally
ionized plasma. If the ion fractions peak at lower temperatures, then so will the cooling
rates due to collisional excitation of those ions.

This last figure illustrates the central result of this work: photo-ionization changes
both the total cooling rates and the relative importance of individual elements. For
a more complete visualization of this point, we kindly refer the interested reader to
our web site!!, where we host a number of videos, plots, and the tables themselves for
download.

2.6 DISCUSSION

Radiative cooling is an essential ingredient of hydrodynamical models of a wide range
of astrophysical objects, ranging from the IGM to (proto-)galaxies and molecular clouds.
While numerical simulations of objects with a primordial composition often compute
non-equilibrium radiative cooling rates explicitly and sometimes even include the ef-
fect of ionizing background radiation, the treatment of cooling of chemically enriched
material is typically much more approximate. For example, simulations of galaxy for-
mation typically either ignore metal-line cooling altogether or include it assuming pure
CIE. In addition, the abundances of all heavy elements are typically scaled by the same
factor (the metallicity) (but see Martinez-Serrano et al. 2008 and Maio et al. 2007 for re-
cent exceptions). In this simplified treatment metal-line cooling depends only on tem-
perature and metallicity, allowing straightforward interpolation from pre-computed
two-dimensional tables.

We have used CLOUDY to investigate the effects of heavy elements and ionizing ra-
diation on the radiative cooling of gas with properties characteristic of (proto-)galaxies
and the IGM, i.e., optically thin gas with densities ny < 1lcm™® and temperatures
T > 10*K, assuming ionization equilibrium. We presented a method to incorporate
radiative cooling on an element-by-element basis including photo-ionization by an
evolving UV /X-ray background, using precomputed tables, which for heavy elements
are functions of density, temperature, and redshift and for H&He (which must be con-
sidered together because they are important contributors to the free electron density)
depend additionally on the He/H ratio. Using the 11 elements H, He, C, N, O, Ne, Mg,
Si, S, Ca, and Fe, the redshift = = 0 median absolute errors in the net cooling rate range
from 0.33%, at Z = 0.1Z;, to 6.1% for the extreme metallicity Z = 10Z;, and the errors
are smaller for higher redshifts.

The tables as well as some scripts that illustrate how to use them are available from
the following web site: http://www.strw.leidenuniv.nl/WsSs08/. We also in-
clude tables for solar relative abundances which can be used if metallicity, but not the
abundances of individual elements are known, as in equation (2.5). This web site also
contains a number of videos that may be helpful to gain intuition on the importance of
various parameters on the cooling rates.

Uhttp://www.strw.leidenuniv.nl/WSS08/.
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We confirmed that, assuming CIE, heavy elements greatly enhance the cooling rates
for metallicities Z > 107! Z; and temperatures T < 10" K. We demonstrated that
this remains true in the presence of photo-ionization by the meta-galactic UV /X-ray
background.

The background radiation removes electrons that would otherwise be collisionally
excited, thus reducing the cooling rates. The effect is stronger for higher ionization pa-
rameters (i.e., higher radiation intensities or lower densities) and if the spectral shape
of the radiation field is harder. Considering only the meta-galactic radiation field,
which provides a lower limit to the intensity of the radiation to which optically thin
gas may be exposed, the reduction of the metal-line cooling rates becomes important
below 10° K for ionization parameters U > 107! and below 10° K for U > 1072 (note
that for the HMO1 background U = 9 x 107" /ny and 2 x 107°/ny at z = 0 and 2 = 3,
respectively).

As an example of the potential importance of including the effects of both photo-
ionization and heavy elements, we considered the so-called warm-hot intergalactic
medium (WHIM), which is thought to contain a large fraction of the baryons at red-
shifts 2 < 1. We demonstrated that the overdensities for which gas at typical WHIM
metallicities (Z ~ 107! Z;) and temperatures (T ~ 10° — 10" K) can cool within a Hub-
ble time, can shift by an order of magnitude depending on whether photo-ionization
and metal-line cooling are taken into account. Hence, photo-ionization of heavy ele-
ments may have important consequences for predictions of the amount of matter con-
tained in this elusive gas phase.

Because chemical enrichment happens in a number of stages, involving a number
of processes with different timescales, the relative abundances of the heavy elements
varies with redshift and environment by factors of a few. Hence, computing cooling
rates on an element-by-element basis rather than scaling all elements by the metallicity,
will change the cooling rates by factors of a few. The difference is therefore typically
somewhat smaller than the effect of neglecting metals or photo-ionization altogether,
but still highly significant.

While it was known that different elements dominate the cooling for different tem-
peratures in CIE, we showed that photo-ionization both shifts the peaks due to indi-
vidual elements to smaller temperatures and reduces their amplitude. Note that since
photo-ionization over-ionizes the gas, this effect is similar (but not equivalent to) that
found in non-equilibrium calculations without ionizing radiation (e.g., Sutherland &
Dopita 1993; Gnat & Sternberg 2007). Because the importance of photo-ionization de-
pends on the ionization parameter, the relative contributions of individual elements
exposed to a fixed ionizing radiation field depends also on the gas density.

Would dropping our assumption of ionization equilibrium have a large effect on
the cooling rates? Ionizing radiation results in a plasma that is overionized relative
to its temperature. Its effect is therefore similar to that of non-equilibrium ionization
following rapid cooling (i.e., if the cooling time is shorter than the recombination times
of the ions dominating the cooling, see e.g., Kafatos 1973; Shapiro & Moore 1976). We
therefore anticipate that the effect of non-equilibrium ionization will be much smaller
for our cooling rates than for those that assume CIE.
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The assumptions that the gas is optically thin and exposed only to the meta-galactic
background radiation are likely to be more important than the assumption of ioniza-
tion equilibrium, particularly since non-equilibrium collisional cooling rates only dif-
fer from those assuming CIE by factors of a few or less (e.g., Schmutzler & Tschar-
nuter 1993; Sutherland & Dopita 1993; Gnat & Sternberg 2007). For column densities
Nyp > 10 em ™2 self-shielding becomes important and only part of the H-ionizing radi-
ation will penetrate the gas cloud, which would particularly affect the cooling rates for
T < 10° K. At higher temperatures line cooling is dominated by heavier ions, which
can only be ionized by higher energy photons and which therefore remain optically
thin up to much higher column densities. This is because the photo-ionization cross
sections of H and He drop rapidly with increasing frequency for energies exceeding
their ionization potentials. Moreover, for 7' > 10* K hydrogen is collisionally ion-
ized to a high degree and consequently the optical depth for ionizing radiation will be
significantly reduced.

It is, however, far from clear that high column densities would reduce the effect of
radiation. For self-shielded clouds the cooling radiation may itself be trapped, provid-
ing a source of ionizing radiation even in the absence of an external one (e.g., Shapiro
& Moore 1976; Gnat & Sternberg 2007). Moreover, gas clouds with columns that ex-
ceed 10'" cm™? are on average expected to be sufficiently close to a galaxy that local
sources of ionizing radiation dominate over the background (Schaye 2006, Miralda-
Escudé 2005).

Ultimately, these issues can only be resolved if non-equilibrium cooling rates are
computed including radiative transfer and if the locations of all relevant sources of
ionizing radiation are known. It will be some time before it is feasible to carry out such
a calculation in, say, a cosmological hydrodynamical simulation. In the mean time,
we believe that our element-by-element calculation of the equilibrium cooling rates
for an optically thin gas exposed to the CMB and an evolving UV /X-ray background
provides a marked improvement over earlier treatments. In future publications we
will present cosmological, hydrodynamical simulations using these cooling rates.
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CHAPTER 3

Chemical enrichment in cosmological,
SPH simulations

Robert P. C. Wiersma, Joop Schaye, Tom Theuns, Claudio Dalla Vecchia,
and Luca Tornatore

Monthly Notices of the Royal Astronomical Society, 399, 574, 2009

E present an implementation of stellar evolution and chemi-
W cal feedback for smoothed particle hydrodynamics (SPH) sim-
ulations. We consider the timed release of individual elements by
both massive and intermediate mass stars. We contrast two reason-
able definitions of the metallicity of a resolution element and find that
while they agree for high metallicities, there are large differences at
low metallicities. We argue the discrepancy is indicative of the lack
of metal mixing caused by the fact that metals are stuck to particles.
We argue that since this is a (numerical) sampling problem, solving it
using a poorly constrained physical process such as diffusion could
have undesired consequences. We demonstrate that the two metal-
licity definitions result in redshift = = 0 stellar masses that can differ
by up to a factor of one and a half, because of the sensitivity of the
cooling rates to the elemental abundances.
Finally, we use several 512% particle simulations to investigate
the evolution of the distribution of heavy elements, which we
find to be in reasonably good agreement with available observational
constraints. We find that by z = 0 most of the metals are locked up
in stars. The gaseous metals are distributed over a very wide range
of gas densities and temperatures. The shock-heated warm-hot inter-
galactic medium has a relatively high metallicity of ~ 107! Z; that
evolves only weakly and is therefore an important reservoir of met-
als. Any census aiming to account for most of the metal mass will
have to take a wide variety of objects and structures into account.
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3.1 INTRODUCTION

Nucleosynthetic processes within stars and supernovae (SNe) change the abundances
of elements in the Universe over time. As stars release these elements back into the
diffuse interstellar medium (ISM) that surrounds them, subsequent generations of stars
are born with different chemical compositions. On larger scales, winds driven out of
galaxies by the energy released by dying stars and/or active galactic nuclei modify
the composition of the intergalactic medium (IGM) and hence that of future galaxies.
The IGM within groups and clusters of galaxies exerts a ram-pressure on their member
galaxies as they move along their orbits. This head-wind can be sufficiently strong to
strip the ISM from the galaxies, thus mixing the elements that were present in the ISM
into the IGM. These and other processes make the (re-)cycling of elements over time
through stars, galaxies and diffuse gas a complicated problem that is well-suited for
studies using hydrodynamical simulations.

Simulating the exchange of elements between stars, galaxies, and their environ-
ments is the subject of this chapter. Specifically, this chapter describes and tests a
method to follow the timed release and subsequent spreading of elements by stellar
populations formed in cosmological, hydrodynamical simulations.

The elemental abundances of stars, galaxies, and diffuse gas are of great interest for
a variety of reasons. First, the dissipation of binding energy by the emission of “cool-
ing” radiation is a fundamental ingredient of models of the formation of both stars
and galaxies. Because radiative cooling rates are very sensitive to abundance varia-
tions, the rate at which gas can collapse into galaxies is to a large extent determined by
its chemical composition. Similarly, the initial mass function (IMF) of stars may well
depend on the chemical composition of the gas from which they formed.

Second, knowledge of elemental abundances can give great insight into a variety
of key astrophysical processes. For example, the distribution of elements in the IGM
provides stringent constraints on models of galactic winds and ram-pressure stripping
in clusters. The relative abundances of elements can tell us about the IMF of the stars
that produced them. The abundance of alpha elements - which are released on short
time-scales through core collapse SNe - relative to iron - most of which is released much
later when intermediate mass stars explode as type Ia SNe - tells us about the time-
scale on which stars have been formed. On the other hand, the absolute abundances of
metals provide us with a measure of the integral of past star formation.

Third, emission and absorption lines of individual elements constitute key diag-
nostics of physical conditions, such as gas densities, temperatures, radiation fields and
dust content. The strengths of said lines depend on a number of factors, but invariably
the abundances play an important role.

Fourth, individual lines are the only observable signatures for most of the diffuse
gas in the Universe. For example, oxygen lines are the most promising tools to detect
the warm-hot IGM that may host a large fraction of the cosmic baryons. To verify this
prediction of structure formation in a cold dark matter universe, it is necessary to know
the abundance of oxygen in this elusive gas phase.

Clearly, following the timed release of the elements by stars and their subsequent
dispersal through space, a collection of processes sometimes referred to as “chemody-
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namics”, is a critical ingredient of any realistic simulation of the formation and evolu-
tion of galaxies. The implementation of chemodynamics into cosmological simulations
is a challenging problem, mainly because such models lack the resolution to resolve
many of the relevant physical processes and hence require “sub-grid” recipes.

The first study to implement metal enrichment into a Smoothed Particle Hydrody-
namics (SPH) code did not distinguish between different elements and only considered
enrichment by core collapse SNe in the instantaneous recycling approximation (Stein-
metz & Mueller 1994). Since then many authors have implemented more sophisti-
cated recipes for chemodynamics into SPH codes (e.g. Raiteri et al. 1996; Berczik 1999;
Mosconi et al. 2001; Kawata 2001; Lia et al. 2002; Kawata & Gibson 2003; Valdarnini
2003; Kobayashi 2004a; Sommer-Larsen et al. 2005; Tornatore et al. 2007; Oppenheimer
& Davé 2008), ranging from recipes that distinguish only between SN type Ia and SN
type II elements to models that follow large numbers of individual elements released
by AGB stars, SNe Ia, SNe II, and the winds from their progenitors. Three-dimensional
chemodynamical simulations have so far been used most often for the study of individ-
ual objects such as galaxies (e.g. Theis et al. 1992; Raiteri et al. 1996; Berczik 1999; Recchi
et al. 2001; Kawata 2001; Kawata & Gibson 2003; Kobayashi 2004a; Mori & Umemura
2006; Governato et al. 2007) and clusters of galaxies (e.g. Lia et al. 2002; Valdarnini 2003;
Tornatore et al. 2004; Sommer-Larsen et al. 2005; Romeo et al. 2006; Tornatore et al. 2007;
see Borgani et al. 2008 for a review), but in recent years chemodynamical cosmologi-
cal simulations have also become more common (e.g. Mosconi et al. 2001; Scannapieco
et al. 2005; Kobayashi et al. 2007; Oppenheimer & Davé 2008). Note that several re-
cent cosmological works (Scannapieco et al. 2005; Kobayashi et al. 2007; Oppenheimer
& Davé 2008) use our hydrodynamical code of choice, namely the SPH code GADGET
(Springel 2005), although they use different implementations of chemodynamics, star
formation, galactic winds, and radiative cooling.

Here we present a new implementation of chemodynamics that follows the timed
release — by AGB stars, SNe Ia, SNe II, and the winds from their progenitors — of the 11
elements that we found in chapter 2 to contribute significantly to the radiative cooling
at T > 10* K. We present a subset of high-resolution cosmological, hydrodynami-
cal simulations taken from the OverWhelmingly Large Simulations (OWLS) project
(Schaye et al. 2009) and use them to test the robustness of our prescription to numeri-
cal parameters and to make some predictions regarding the large-scale distribution of
heavy elements. These simulations include element-by-element cooling, a first for cos-
mological chemodynamical simulations, and they take the effect of photo-ionization
by the UV /X-ray background radiation on the cooling rates into account, which is nor-
mally either ignored or included only for hydrogen and helium. While this chapter
focuses on a single implementation of the relevant physics, we will present the effects
of varying the physical parameters (e.g., stellar IMF, star formation, cooling, feedback
from star formation) and make use of a larger fraction of the OWLS data set in chapter
+.

This chapter is organized as follows. The simulations and the prescriptions used for
star formation, feedback from star formation, and radiative cooling are summarized in
63.2. In §3.3 we discuss in some detail the ingredients that we take from models of
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Table 3.1: Adopted solar abundances.

Element n;/ny Mass Fraction
H 1 0.7065
He 0.1 0.2806
C 246 x 107*  2.07 x 1073
N 851 x 107°  8.36 x 107*
O 4.90 x 1074 5.49 x 1073
Ne 1.00 x 107* 141 x 1073
Mg 347 x 107° 591 x 10~*
Si 3.47x107°  6.83x107*
S 1.86 x 107°  4.09 x 10~*
Ca 229 x107%  6.44 x107°
Fe 2.82 x 107° 1.10 x 1073

stellar evolution or observations, including the IMF, stellar lifetimes, stellar yields, and
SN Ia rates. In §3.5 we discuss how we combine all these ingredients to predict the mass
released by a simple stellar population as a function of its age and present some results.
Our implementation of chemodynamics into SPH is discussed in §3.6. This section also
contrasts two possible definitions of elemental abundances in SPH and demonstrates
that the choice of definition can be extremely important due to limitations intrinsic to
SPH. In §3.7 we use our simulations to address the question “Where are the metals?”
and we show how the answer is influenced by the definition of metallicity that is used.
Finally, we provide a detailed summary in §3.8 and investigate convergence with the
size of the simulation box and with resolution in appendices 3.A and 3.B, respectively.

For the solar abundance we use the metal mass fraction Z;, = 0.0127, corresponding
to the value obtained using the default abundance set of CLOUDY (version 07.02; last
described by Ferland et al. 1998). This abundance set (see Table 3.1) combines the
abundances of Allende Prieto et al. (2001, 2002) for C and O, Holweger (2001) for N,
Ne, Mg, Si, and Fe, and assumes ny./ny = 0.1 which is a typical value for nebular with
near-solar compositions. Note that much of the literature assumes Z, = 0.02, which is
0.2 dex higher than the value used here.

3.2 SIMULATIONS

We performed cosmological, gas-dynamical simulations using a modified version of
the N-body Tree-PM, SPH code GADGET 111, which is a modified version of the code
GADGET II (Springel 2005). Our prescriptions for star formation, for feedback from core
collapse supernovae and for radiative cooling and heating are summarized below. Our
prescription for stellar evolution, which is the subject of this chapter, is described in
detail in the next section.

We use the suite of simulations of varying box sizes and particle numbers listed
in Table 3.2 together with the corresponding particle masses and gravitational force
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Table 3.2: List of simulations used. The columns give the comoving size of the box L, the total
number of particles per component N (dark matter and baryons), the initial baryonic particle
mass my, the dark matter particle mass mgn, the (Plummer-equivalent) comoving softening
length €com, the maximum (Plummer-equivalent) proper softening length €., and the redshift
at which the simulation was stopped zend.

Simulation L N my Mam €com €prop  Zend
(h~! Mpc) (h"'Mg) (h'Mg) (A 'kpe) (h~'kpc)
LO06N128 6.25 1283 1.4 x10° 6.3 x 10° 1.95 0.5 2
LO12N256 1250 2563 1.4 x 105 6.3 x 106 1.95 0.5 2
L025N128 25.00 128 8.7 x 107 4.1 x 108 7.81 2.0 0
L025N256 25.00 2562 1.1 x107 5.1 x 107 3.91 1.00 2
L025N512 25.00 5123 1.4 x10° 6.3 x 10° 1.95 0.5 1
LO50N256 50.00 256% 8.7 x 107 4.1 x 108 7.81 2.0 0
LO50N512 50.00 5122 1.1 x107 5.1 x 107 391 1.0 0
L100N128 100.00 128% 5.5 x 107 2.6 x 10'° 31.25 8.0 0
L100N256 100.00 256% 6.9 x 10® 3.2 x 10° 15.62 4.0 0
L100N512 100.00 512% 8.7 x 107 4.1 x 108 7.81 2.0 0

softening scales . We use fixed comoving softening scales down to z = 2.91 below
which we switch to a fixed proper scale. Our largest simulations use 2 x 5123 particles
in boxes of comoving size L = 25, 50, and 100 h~! Mpec.

The initial particle positions and velocities are obtained from glass-like (White 1994)
initial conditions using CMBFAST (version 4.1; Seljak & Zaldarriaga 1996) and em-
ploying the Zeldovich approximation to linearly evolve the particles down to redshift
z = 127. We assume a flat ACDM universe and employ the set of cosmological param-
eters [, %, Qp, 05,15, h] = [0.238,0.0418,0.762,0.74,0.951,0.73], as determined from
the WMAP 3-year data and consistent’ with the WMAP 5-year data (Komatsu et al.
2008). In addition, the primordial helium mass fraction was set to Xy = 0.248.

We employ the star formation recipe of Schaye & Dalla Vecchia (2008), to which we
refer the reader for details. Briefly, gas with densities exceeding the critical density for
the onset of the thermo-gravitational instability (ny ~ 1072 — 10~ cm™?) is expected to
be multiphase and star-forming (Schaye 2004). We therefore impose an effective equa-
tion of state with pressure P oc pjf for densities exceeding ny = 0.1 cm ™3, normalized
to P/k = 10° ecm 2 K for an atomic gas at the threshold density. We use . = 4/3 for
which both the Jeans mass and the ratio of the Jeans length and the SPH kernel are
independent of the density, thus preventing spurious fragmentation due to a lack of
numerical resolution.

The local Kennicutt-Schmidt star formation law is analytically converted and im-
plemented as a pressure law. As we demonstrated in Schaye & Dalla Vecchia (2008),

!We give the Plummer equivalent values, that is to say, that the Newtonian potential of a point mass
in non-periodic space is Gm/¢, the same as for a Plummer "sphere’ of size € (see Springel 2005, for more
details)

2Qur value of oy is 1.6 o lower than allowed by the WMAP 5-year data.
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our method allows us to reproduce arbitrary input star formation laws for any equa-
tion of state without tuning any parameters. We use the observed Kennicutt (1998)
law,

' —4 12 g o

Y. =1.5x 107" Mgyr "kpc (W) , (3.1)
where we divided Kennicutt’s normalization by a factor 1.65 to account for the fact that
it assumes a Salpeter IMF whereas we are using a Chabrier (2003) IMFE.

Galactic winds are implemented as described in Dalla Vecchia & Schaye (2008).
Briefly, after a short delay of tsx = 3% 107 yr, corresponding to the maximum lifetime of
stars that end their lives as core-collapse supernovae, newly-formed star particles inject
kinetic energy into their surroundings by kicking a fraction of their neighbours in a
random direction. The simulations presented here use the default parameters of Dalla
Vecchia & Schaye (2008), which means that each SPH neighbour ¢ of a newly-formed
star particle j has a probability of nm,;/ Zf\/:“f’b m; of receiving a kick with a velocity
Uw. We choose = 2 and v, = 600 kms™' (i.e., if all baryonic particles had equal
mass, each newly formed star particle would kick, on average, two of its neighbours).
Assuming that each star with initial mass in the range 6 — 100 M, injects 10°! erg of
kinetic energy, these parameters imply that the total wind energy accounts for 40 per
cent of the available kinetic energy for a Chabrier IMF and a stellar mass range 0.1 —
100 Mg, (if we consider only stars in the mass range 8 — 100 M, for type II SNe, this
works out to be 60 per cent). The value n = 2 was chosen to roughly reproduce the
peak in the cosmic star formation rate. Note that contrary to the widely-used kinetic
feedback recipe of Springel & Hernquist (2003), the kinetic energy is injected locally and
the wind particles are not decoupled hydrodynamically. As discussed by Dalla Vecchia
& Schaye (2008), these differences have important consequences.

Radiative cooling was implemented according to chapter 2°. In brief, net radia-
tive cooling rates are computed element-by-element in the presence of the cosmic mi-
crowave background (CMB) and a Haardt & Madau (2001, hereafter HM01) model for
the UV /X-ray background radiation from quasars and galaxies. The contributions of
the eleven elements hydrogen, helium, carbon, nitrogen, oxygen, neon, magnesium,
silicon, sulphur, calcium, and iron are interpolated as a function of density, tempera-
ture, and redshift from tables that have been pre-computed using the publicly available
photo-ionization package CLOUDY, last described by Ferland et al. (1998), assuming the
gas to be optically thin and in (photo-)ionization equilibrium.

Hydrogen reionization is implemented by turning on the evolving, uniform ioniz-
ing background at redshift z = 9. Prior to this redshift the cooling rates are computed
using the CMB and a photo-dissociating background which we obtain by cutting off
the z = 9 HMO1 spectrum at 1 Ryd. Note that the presence of a photo-dissociating
background suppresses H; cooling at all redshifts.

Our assumption that the gas is optically thin may lead to an underestimate of the
temperature of the IGM shortly after reionization (e.g. Abel & Haehnelt 1999). More-
over, it is well known that without extra heat input, hydrodynamical simulations un-
derestimate the temperature of the IGM at z 2 3, the redshift around which helium

3We used their equation (3) rather than (4) and CLOUDY version 05.07 rather than 07.02.
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He reionization heat
No extra heat

Redshift

Figure 3.1: A comparison between
the simulated and observed evolu-
tion of the temperature of gas with
density equal to the cosmic mean.
The dashed curve indicates the tem-
perature evolution for a gas par-
cel undergoing Hubble expansion,
computed using the same radiative
cooling and heating rates as are
used in our simulations for gas of
primordial composition. These net
cooling rates include the effects of
the CMB and, below z = 9, of
the evolving UV /X-ray background
(UVB) from galaxies and quasars
as modeled by HMO01, assuming
the gas to be optically thin and in
ionization equilibrium. The red-
shift of hydrogen reionization was
set to z = 9 by turning on the
UVB at this redshift, resulting in a
steep increase of the temperature to
T ~ 10* K. A comparison with
with the data points of Schaye et al.
(2000), which were derived from
the widths of Lya absorption lines,
shows that the simulation underes-
timates the temperature at z ~ 3,
the redshift around which the reion-
ization of helium is thought to have
ended. To mimic the expected extra
heat input, relative to the optically
thin limit, during helium reioniza-
tion, the solid curve shows the re-
sult of injecting an extra 2 eV per
proton, smoothed with a o(z) = 0.5
Gaussian centered at z = 3.5. The
reduced x? for the solid and dashed
curves is 1.1 and 4.5, respectively.
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reionization is thought to have ended (e.g. Theuns et al. 1998, 1999; Bryan et al. 1999;
Schaye et al. 2000; Ricotti et al. 2000). We therefore inject 2 eV per proton, smoothed
with a o(2) = 0.5 Gaussian centered at z = 3.5. Figure 3.1 shows that with this extra
energy, the predicted temperature at the mean density agrees well with the measure-
ments of Schaye et al. (2000).

3.3 INGREDIENTS FROM STELLAR EVOLUTION

Cosmological simulations cannot at present resolve individual stars. Instead, a single
particle is taken to represent a population of stars of a single age, a so-called simple
stellar population (SSP), with some assumed stellar initial mass function (IMF). The
task of stellar evolution modules in cosmological hydrodynamical simulations is to
implement the timed release of kinetic energy and mass by star particles. The feed-
back processes originating from stellar evolution that we will consider are winds from
asymptotic giant branch (AGB) stars, type Ia supernovae (SNe), type II (i.e. core col-
lapse) SNe* and the winds from their progenitors. The above stellar processes differ
in a number of ways, such as their nucleosynthetic production, their energetic output,
and the timescale on which they act.

Progenitors associated with AGB stars are typically intermediate mass (0.8 Mg <
M < 8 My,) stars which have long (10% yr < 7 < 10'° yr) main sequence lifetimes (see
Kippenhahn & Weigert 1994). For AGB stars the mass loss occurs during a period that
is very short compared with both their lifetimes and the dynamical timescales in cos-
mological simulations and we therefore assume the mass loss for an AGB star of given
mass to happen within a single simulation time step at the end of the main sequence
lifetime. The kinetic energy injected by AGB stars is assumed to be unimportant, which
is an excellent approximation both because observed AGB wind velocities are not large
compared to the velocity dispersion in the ISM and because it takes an SSP billions of
years for all the energy to be released. AGB stars are major producers of carbon and ni-
trogen, both of them being among the few elements that can be detected in the diffuse
IGM (e.g. Schaye et al. 2003; Fechner & Richter 2008).

Since type II SNe (SNII) only result from massive stars (see Crowther & Smartt
2007, and references therein), most of these events take place within tens of millions
of years after the birth of a stellar population. For SNII progenitors mass loss on the
main sequence can be substantial. However, since their main sequence lifetimes are
short compared with the dynamical timescales in cosmological simulations, it is still a
good approximation to release all the mass ejected by stars of a fixed initial mass in a
single time step at the end of their lifetimes. Note that if the time step governing a star
particle is shorter than the lifetime of the least massive SNII progenitor, then the mass
will still be ejected over multiple time steps.

Type II SNe explosions dump so much energy in the ISM (~ 10°! erg of kinetic en-
ergy per SN) in a short time that they may drive galactic-scale outflows from starburst-

4Type Ib and Ic SN are also core collapse supernova, but we follow other authors and use type II to
refer to the entire class of core collapse SN.
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ing galaxies (e.g. Veilleux et al. 2005). The implementation of these winds is trouble-
some since simulations lack the resolution to implement them correctly (e.g. Ceverino
& Klypin 2007; Dalla Vecchia & Schaye 2008). In our simulations forty percent of the
kinetic energy from SNII is injected in kinetic form as discussed in section 3.2 and in
more detail in Dalla Vecchia & Schaye (2008). The remainder is assumed to be lost
radiatively on scales below the resolution limit of the simulation.

Unlike type II SNe and AGB stars, type Ia SNe are a result of binary stellar evolu-
tion, and consequently somewhat complicated to model. Currently there are two major
theories for the progenitors of type Ia SNe. The most common is the single degener-
ate model. In this model, a white dwarf experiences enough mass transfer via a main
sequence or giant companion to bring its mass above the Chandrasekhar limit, induc-
ing an explosion. According to the double degenerate model, two white dwarfs merge
after a long period of binary evolution. In order to predict the type Ia SN rate from
a stellar population, one must consider a wide range of relatively uncertain processes
(e.g. binary stellar evolution) and poorly constrained parameters (e.g. binary fraction,
binary separation, binary mass function).

Although each SNIa is thought to inject a similar amount of kinetic energy as a type
IT SN, they are thought to be much less efficient at driving galactic outflows, mainly
because the energy of a stellar population is released over billions of years rather than
the tens of millions of years over which core collapse SNe release their energy. SNla
may, however, dominate the stellar energy feedback in galaxies with very low specific
star formation rates. We therefore do include energy feedback by SNla, which we
distribute in thermal form among the SPH neighbours of star particles.

These two types of supernovae also have different chemical signatures. Type II SNe
produce copious amounts of oxygen and so-called “alpha elements’ (neon, magnesium,
silicon, etc.). These elements are primarily a result of a-capture reactions and, in addi-
tion to oxygen, make up the bulk of the metal mass ejected from type II SNe (Woosley
& Weaver 1995). What is known about type Ia SNe (SNla) is that they are a major
source of iron in the Universe and that a large fraction of them involve relatively old
(2 107 yr) stars (see Greggio & Renzini 1983). Because of the time difference between
the release of a elements by type II SNe and iron by SN Ia, the a//Fe ratio can provide
information about the time since the last starburst, at least for the case of closed box
models.

Before discussing our implementation of mass transfer from star particles, we briefly
discuss all the ingredients of our stellar evolution module: the IMF, the stellar lifetimes,
the type Ia SN rate and the stellar yields.

3.3.1 Stellar initial mass function

The stellar IMF has long been a subject of debate. Salpeter (1955) made the first at-
tempt to derive an IMF from local stellar counts and his formulation is still widely
used today. As star formation is still not understood well enough to predict the IMF
from first principles, a wide range of IMFs are available in the literature (e.g., Romano
et al. 2005). Although there is consensus about the fact that the IMF is less steep than
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Figure 3.2: Stellar lifetime as a

o function of initial mass for various
0.0004 metallicities (metal mass fractions).
Solid lines show lifetimes as given
by Portinari et al. (1998), while the
dot-dashed line shows calculations
from Padovani & Matteucci (1993),
who compiled results from the lit-
erature for a unspecified metallicity,
and the dashed line shows the life-
times given by Maeder & Meynet
(1989a), who assumed solar abun-
dances. Lifetime is a strongly de-
Mass [M_] creasing function of mass, but it is
only weakly dependent on metallic-

ity.
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Salpeter below 1 Mg, there are many uncertainties. In addition, the IMF may depend
on redshift or on properties of the environment such as metallicity, gas pressure, or the
local radiation field.

For our purposes, the particularly interesting IMFs are the Salpeter IMF - because
it serves as a reference model and because it is still used in many simulations - and the
Chabrier (2003) IMF - because it is an example of an IMF with a low mass turnover that
tits the observations much better than the Salpeter IMF. In this work we will assume a
Chabrier IMFE.

The Salpeter mass function takes a very simple power-law form,

_aN ~2.35
(M) = I AM™=, (3.2)

where the normalization constant A is chosen such that:
/MCD(M)dM =1M,. (3.3)

While the Chabrier IMF has the advantage that it does not overproduce low mass stars,
it is slightly more complicated:

Aef(longlogMc)z/Q‘72 if M < 1Mg

BM~13 if M > 1M, (34

Mo(M) = {
where M, = 0.079, 0 = 0.69, and the coefficients A and B are set by requiring continuity
at 1 My and by the normalization condition (3.3). Although the shape of the IMF above
1 Mg, is very similar to Salpeter, the lognormal decrease at the low mass end results in
a much lower stellar mass-to-light ratio.

Besides the shape of the IMF, we also need to specify the mass limits. The lower
limit is defined by the hydrogen burning limit of a star (typically cited as 0.08 Mg; e.g.
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Table 3.3: AGB yield references and grids

Ref. Initial stellar mass (M) Metallicity
HG97 [0.8,09,1,1.3,15,1.7,2,2.5,3,35,4,4.5,5,6,7,8] [0.001, 0.004, 0.008, 0.02, 0.04]
MO1 (various) [0.85 - 5] [0.004, 0.008, 0.019]

104 [0.5,1,15,2,25,3,35,4,45,5,55,6,6.5,7,7.5, 8] [0.0001, 0.004, 0.008, 0.02]

Kippenhahn & Weigert 1994), while the upper limit is significantly more uncertain,
and the value most often found in the literature of 100 Mg, roughly reflects the current
upper limit of observed stars. For consistency with previous studies, we choose mass
limits of 0.1 M and 100 M.

3.3.2 Stellar lifetimes

Although a star can be active (via accretion) for an indefinite period of time, it is useful
to define its stellar ‘lifetime” as the time a star takes to move from the zero age main
sequence up the giant branch and through any subsequent giant evolution. Using this
definition, most stellar mass loss occurs at the end of the star’s lifetime during the
AGB/SN phase.

There is no easy way to determine the lifetime function for a stellar population
observationally. As a result, the published lifetimes are functional fits to the results
of stellar evolution models (e.g., Maeder & Meynet 1989a and Padovani & Matteucci
1993; see Romano et al. 2005 for an overview).

Portinari et al. (1998) have published metallicity-dependent lifetimes from their
stellar evolution calculations in tabular form and we show their results in figure 3.2
together with the widely used lifetimes of Maeder & Meynet (1989a), who assumed so-
lar abundances, and Padovani & Matteucci (1993), who presented a compilation taken
from the literature but did not specify the assumed metallicity. The different lifetime
sets agree well at high mass, but differ by nearly an order of magnitude for stars of a
few solar masses with Padovani & Matteucci (1993) giving systematically lower values.

Lifetime is a strongly decreasing function of mass and only weakly dependent on
metallicity. Although metallicity seems to make little difference, it is attractive to be
consistent in treating stellar evolution (in that we use yields based on the same calcu-
lations). We thus employ the metallicity-dependent lifetime tables of Portinari et al.
(1998).

3.3.3 Stellar yields

The mass ejected in each element must be obtained from stellar evolution and (explo-
sive) nucleosynthesis calculations. Differing treatments of physics can often lead to
drastically different results in yield calculations. For instance, is it largely unknown
what determines the convection boundaries and hot-bottom burning in AGB stars,
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Figure 3.3: Composition of the integrated AGB ejecta of an SSP at time ¢ = oo as a function
of its initial stellar metal mass fraction, assuming the yields of van den Hoek & Groenewegen
(1997) (black, thick lines), Marigo (2001) (grey, medium thick lines), or I1zzard et al. (2004) (grey,
thin lines). Shown are the abundances of helium (left, solid), carbon (left, dashed), nitrogen (right,
solid) and oxygen (right, dashed) relative to hydrogen in solar units. The calculations assume
a Chabrier IMF and integrate the yields over the stellar initial mass range [0.8,6] My. The
different yield sets agree around solar metallicity, but differ significantly for lower metallicities.
A colour version of this figure can be found on page ?7??.

leading to discrepancies between yields sets’, as we will see below. Hirschi et al. (2005)
found that adding rotation to type II SN models changes the yields by factors rang-
ing from two to an order of magnitude. These problems are most evident in the fact
that the yields of individual elements are often rescaled in order to get chemical evo-
lution models to match observations. In fact, some authors (e.g. Frangois et al. 2004)
use observations and chemical evolution models to derive stellar yields for a number
of elements, and the results show marked differences from yields derived from nucle-
osynthetic calculations.

Another important point to make sure of when using yields from various processes,
is that the theoretical assumptions made in the models match. For instance, if one uses
AGB yields for masses up to 8 M, then one must take care to use type Il SNe yields that
begin higher than 8 M, (Marigo 2001). The problem is more often than not in reverse,
however, since most yield sets for massive stars are tabulated down to ~ 10 Mg, but
most intermediate mass yield sets only go up to at most 8 My, leaving it up to the
user to decide what to do for the transition masses. Ideally, one would like to use a
consistent set of yields, in the sense that the same stellar evolution model is used for
both intermediate mass stars and the progenitors of core collapse SNe.

AGSB stars

The asymptotic giant branch phase of stellar evolution occurs in intermediate mass
stars near the very end of their lifetimes. During this phase the envelope of the star

°In this section we use the term yield in the generic sense, referring to stellar ejecta. We will define it
more rigorously in section 3.5.1.
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puffs up and is eventually shed, causing the star to lose up to 60 % of its mass. Prior
to the AGB phase, material in the core (where most of the heavy elements reside) is
dredged up into the envelope via convection. As a result, the ejecta are particularly
rich in carbon and nitrogen.

Building on pioneering work by Iben & Truran (1978) and Renzini & Voli (1981),
various groups have published AGB yields (e.g. Forestini & Charbonnel 1997; van den
Hoek & Groenewegen 1997; Marigo 2001; Chiefti et al. 2001; Karakas et al. 2002; Izzard
et al. 2004). Table 3.3 outlines the extent of the resolution (in mass and metallicity) of
the AGB yields of van den Hoek & Groenewegen (1997), Marigo (2001) and Izzard et al.
(2004), which are some of the most complete sets for our purposes. These yields are
compared in Fig. 3.3, which shows the abundance relative to hydrogen, in solar units®,
of various elements in the ejecta as a function of stellar metallicity. These calculations
are for an SSP with a Chabrier IMF and the mass range [0.8, 6] M, at time ¢ = oo. The
yields agree very well at solar metallicity, and for the case of helium, this agreement
extends to lower metallicities. However, for nitrogen, oxygen, and particularly carbon,
different yields sets give very different results at low metallicities.

We show in Fig. 3.4, for each yield set, the integrated fraction of the initial SSP mass
ejected by stars in the mass range [0.8, 6] M, at time ¢ = oo, normalized to the total
initial stellar mass over the range [0.1,100] M. The ejected mass fractions are very
similar for the different yield sets.

In this work we use the yields of Marigo (2001). Although these only go up to 5 Mg,
they form a complete set with the SN Type Il yields of Portinari et al. (1998) since they
are both based on the Padova evolutionary tracks. Indeed, there are very few yield
pairings that form a consistent set across the full mass range.

Type II Supernovae

Although major advances have been made in modelling type II SNe, theorists have yet
to come up with a model that self-consistently explodes. As a result, the yields are very
sensitive to the location of the mass cut, i.e., the explosion radius. The material interior
to this radius is assumed to end up in the stellar remnant, while the mass exterior to
this radius is assumed to be ejected in the explosion. Unfortunately, the mass cut is
very uncertain, thus creating another degree of freedom. Although uncertainties in the
explosion radius do not affect the oxygen yields much, the yields of heavier elements
such as iron are very sensitive to this choice.

A large number of groups have published tables of type II SN yields (e.g., Maeder
1992; Woosley & Weaver 1995; Portinari et al. 1998; Rauscher et al. 2002; Hirschi et al.
2005; Nomoto et al. 2006). Although the more recent models tend to be more sophis-
ticated, for example including the effects of improved stellar and nuclear physics and
rotation, the Woosley & Weaver (1995) yields are still the most widely used. Portinari
et al. (1998) combine models of pre-SN stellar mass loss with the nucleosynthesis ex-
plosion calculations of Woosley & Weaver (1995), who ignored pre-SN mass loss. To
do this they link the carbon-oxygen core mass predicted by their models with those of

®We use the notation [X/H] = log(X/H) — log(X/H)e.
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Figure 3.4: Total fraction of the ini-
tial mass of an SSP ejected by AGB
stars at time ¢t = oo as a func-
tion of initial stellar metal mass frac-
tion, assuming the yields of van
] den Hoek & Groenewegen (1997)
] (black, thick lines), Marigo (2001)
1 (grey, medium thick lines), or Iz-
: zard et al. (2004) (grey, thin lines).
1 The calculations assume a Chabrier
IMF and integrate the yields over a
stellar initial mass range [0.8, 6] Mg,

0.201 \ i but the fractions are normalized to
0.18 S the mass range [0.1, 100] M. Differ-
1074 1073 1072 10 ent yield sets predict similar ejected
Stellar Initial Metal Mass Fraction mass fractions. The ejected mass
fraction is insensitive to metallicity.
A colour version of this figure can
be found on page ???.
Table 3.4: SN type Il yield references and grids
Ref. Initial stellar mass (M) Metallicity
WW95 [11,12, 13, 15,18, 19, 20, 22, 25, 30, 35, 40] [0.0, 0.000002, 0.0002, 0.002, 0.02]
S [6,7,9, 12,15, 20, 30, 60, 100, 120, 150, 200, 300, 500, 1000] [0.0004, 0.004, 0.008, 0.02, 0.05]
CLO04 [13, 15, 20, 25, 30, 35] [0.0, 0.000001, 0.0001, 0.001, 0.006, 0.02]

Woosley & Weaver (1995). They find low metallicity, massive stars to have very inef-
ficient mass loss for these large core masses (for which there are no type II SN yields),
they only consider mass loss by winds and assume the rest of the star collapses directly
into a black hole.

Table 3.4 and Figure 3.5 compare the SN type II yields of Woosley & Weaver (1995),
Portinari et al. (1998), and Chieffi & Limongi (2004). Figure 3.5 shows the abundance
relative to hydrogen, in solar units, of various elements in the ejecta as a function of
stellar metallicity. The elements shown are those that, together with hydrogen, domi-
nate the radiative cooling of (photo-)ionized plasmas chapter 2. These calculations are
for an SSP with a Chabrier IMF in the mass range [8,40] M, at time ¢t = oo. It is clear
that the yields of elements that are produced by type II SNe depend only weakly on
metallicity, unless the metallicity is supersolar. However, except for very low metal-
licities, the nitrogen abundance in the ejecta is proportional to the stellar metallicity,
indicating that it is simply passing through rather than being produced.

The different yield sets agree well for helium, carbon, and nitrogen, but there are
large differences for heavier elements. The difference between Portinari et al. (1998)
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Figure 3.5: Composition of the integrated SN type II ejecta of an SSP at time ¢ = oo as a function
of its initial stellar metal mass fraction, assuming the yields of Woosley & Weaver (1995) (black,
thick lines), Portinari et al. (1998) (grey, medium thick lines), or Chieffi & Limongi (2004) (grey,
thin lines). Shown are the abundances of helium, carbon, nitrogen, oxygen, neon, magnesium,
silicon, sulphur, calcium, and iron, as indicated in the legends. The calculations assume a
Chabrier IMF and integrate the yields over the stellar initial mass range [8,40] M. The grey
thick dashed line in the lower right panel indicates the result of transferring the °°Ni to the
Iron yield of Woosley & Weaver (1995). While the different yield sets agree well for the lightest
elements (upper panels), there are large differences for elements heavier than nitrogen.

and Woosley & Weaver (1995) is due to the fact that the former add their stellar evo-
lution to the Woosley & Weaver (1995) nucleosynthesis calculations. The difference
between Chieffi & Limongi (2004) and Woosley & Weaver (1995) is caused mostly by
the difference in the assumed mass cut.

The yields presented in Woosley & Weaver (1995) consider the state of the ejecta
10° s after the explosion. Because a number of isotopes have rather short decay times,
it is customary to consider — as most recent yield sets have done — the state of the ejecta
at a much later time (10°s in the case of Chieffi & Limongi 2004). This is especially
important for “*Ni, which decays rapidly into *’Fe. When Portinari et al. (1998) in-
corporate the Woosley & Weaver (1995) yields into their calculations, they simply add
the °Ni to the °Fe. We have added an additional magenta line to figure 3.5 to show
the iron yield from Woosley & Weaver (1995) with this adjustment. This agrees much
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better with the other two yield sets.

Figure 3.6 shows the integrated fraction of the initial mass of an SSP that is ejected
by type II SNe at time ¢ = oo as a function of metallicity. These calculations again
assume a Chabrier IMF and integrate the yields over the mass range [8,40] Mg, but
normalize the mass fraction to the mass range [0.1, 100] M. The ejected mass is insen-
sitive to metallicity and the three yield sets are in excellent agreement.

We use the yields of Portinari et al. (1998) since they include mass loss from massive
stars and because they form a self-consistent set together with the stellar lifetimes of
these authors and the AGB yields of Marigo (2001). Their models allow for the possibil-
ity of electron capture supernova for intermediate mass stars (7—9 My). Unfortunately,
nucleosynthesis calculations for these stars have only recently been performed (e.g.,
Wanajo et al. 2008). The Portinari et al. (1998) yields therefore only consider the shed-
ding of the envelope and the mass loss up to that stage. While both Chieffi & Limongi
(2004) and Woosley & Weaver (1995) evolve their models until the point of supernova
and then begin supernova calculations, they do not include mass loss in their yield
tables (since the goal of their studies was to investigate explosive nucleosynthesis).

Following the recommendation of L. Portinari (private communication), we have
adjusted the massive star yields by the factors inferred from comparisons of chemody-
namical models and current Galactic abundances. Following Portinari et al. (1998), we
have multiplied the type II SN yields of C, Mg, and Fe for all masses and metallicities
by factors of 0.5, 2, and 0.5, respectively. Note that these factors were not included in
Fig. 3.5, but have been implemented for the rest of this work. The adjustments to Mg
and Fe can be justified due to uncertainties in the explosive nucleosynthesis models by
Woosley & Weaver (1995) as discussed by a number of authors (e.g. Timmes et al. 1995;
Lindner et al. 1999; Carigi 2000; Goswami & Prantzos 2000; Carigi 2003; Gavilan et al.
2005; Nykytyuk & Mishenina 2006). These adjustments have also been incorporated
into other studies (e.g. Liang et al. 2001; Lia et al. 2002; Portinari et al. 2004; Nagashima
et al. 2005). These ad hoc adjustments reveal just how uncertain the yields are.

Type Ia Supernovae

Despite the fact that the progenitors of type Ia SNe are still uncertain, yield calcula-
tions can be made based on an explosion of a Chandrasekhar mass carbon-oxygen
dwarf. While most models assume the progenitor to be a binary system, the yields
usually consider just the explosion of the white dwarf itself, ignoring the companion
completely.

It is instructive to anticipate a few features of these calculations. First, since a type
Ia SN explosion occurs as soon as the compact object reaches the Chandrasekhar mass,
the yields from this process will be independent of the initial stellar mass. Second, by
the time a star gets to the white dwarf phase, it is almost completely composed of car-
bon, nitrogen and oxygen, and while the balance between these elements may depend
on initial mass or composition, the models assume such a dependence is insignificant.

Several research groups have published yields from type Ia SNe. Their calculations
range from one- to three-dimensional calculations (Travaglio et al. 2004). The standard
to which most results are compared is the spherically symmetric calculation dubbed
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Figure 3.6: Total fraction of the ini-
tial mass of an SSP ejected by SNe
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“W7” (Nomoto et al. 1984, 1997; Iwamoto et al. 1999; Brachwitz et al. 2000; Thielemann
et al. 2003). We use the latest incarnation (at the time of code development) of the W7
model, i.e., Thielemann et al. (2003).

3.3.4 SN type la rates

The recipes for the release of mass by AGB stars and SNII are quite simple because
these processes are direct results of stars reaching the ends of their lifetimes. Hence,
one merely needs to combine the IMF with the stellar lifetime function and the yields
and integrate over the time interval specified. The recipe for SNIa is, however, some-
what more complex.

Two SNla channels are thought to be most plausible (see, e.g., Podsiadlowski et al.
2008 for a review). According to the single degenerate scenario, SNIa result when
accretion onto a white dwarf by a binary companion pushes the former over the Chan-
drasekhar mass. The double degenerate scenario, on the other hand, involves the
merger of two white dwarfs, thus putting the merger product over the Chandrasekhar
mass.

The SNIa rate of an SSP as a function of its age can be determined using late age
stellar and binary evolution theory. The formulation that is used most often is given
by Greggio & Renzini (1983). This formulation requires knowledge of the distribution
of secondary masses in binaries and makes some assumptions about binary evolu-
tion. These are poorly constrained and may therefore be subject to large uncertainties.
Hence, it is attractive to take an alternative, more empirical approach. Guided by ob-
servations of SNIa rates, we can simplify the prescription by specifying a functional
form for the empirical delay time function £(¢), which gives the SNIa rate as a func-
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tion of the age of an SSP, normalized such that [~ £(¢)dt = 1. The parameters of this
function can then be determined by fitting to observations of SNIa rates (e.g., Barris &
Tonry 2006; Forster et al. 2006).

The number of SNIa explosions per unit stellar mass in a time step At for a given
SSP is then

t+AL
Nowu(tst + 0t =v [ €(t)d. (3.5)
t

where v is the number of SNe per unit formed stellar mass that will ever occur. While
this approach is attractive since it does not require us to make any assumptions regard-
ing the progenitors, we will employ yields that correspond to a scenario involving at
least one white dwarf so the SNIa rate should take that into account (i.e., we should not
have any SNla before the white dwarfs have evolved). We therefore take an approach
similar to Mannucci et al. (2006) and write:

t+AL
Now(tit+ 80 =a [ Fual®)(e)a. (3.6)

where a is a normalization parameter and fyq(¢) is the number of stars that have
evolved into white dwarfs up until time ¢ (i.e., the age of the SSP) per unit initial stellar

mass:
0 if Mz(t) > Mydnigh

Jwa(t) = / o ®(M)dM otherwise (3.7)

MSNIalow (t)

Here mydhigh and myqiow are the maximum and minimum white dwarf masses respec-
tively, Mz(7) is the inverse’ of the lifetime function 7;(M), and

MSNIalow (t) - maX(MZ (t), mwdlow)- (38)

Note that the shape of the SNIa rate as a function of time differs between equations
(3.5) and (3.6).

It is thought that stars with main sequence masses between 3 M and 8 Mg, evolve
into a SNla progenitor white dwarf. Note that while our type II SN yields range to
masses as low as 6 Mg, the models used in the yield calculations of Portinari et al.
(1998) for stars of 6 and 7 Mg, do not incorporate any explosive nucleosynthesis. They
note that stars of these masses could explode as electron capture SNe or evolve to a
thermally-pulsing AGB phase, thus simply shedding their envelopes.

The form of the delay function ¢ has generated particular interest recently (e.g.,
Dahlen et al. 2004). The two types of delay functions that are most often considered,
the so-called e-folding delay and Gaussian delay functions, are shown in figure 3.7.
The e-folding delay function takes the form:

e_t/TIa

§(t) = (3.9)

Ta

“The lifetime function is invertible because it is a monotonic function of mass for a fixed metallicity.
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where 7, is the characteristic delay time. This delay approximates predictions made
for the single degenerate scenario via population synthesis models.

The Gaussian delay function was motivated by high redshift observations by Dahlen
et al. (2004), which show a marked decline in the SNIa rate beyond =z = 1. It takes the

form:
]. _ (tiTIa>2

= 202

£(t) We (3.10)
where 0 = 0.27, for ‘narrow’ distributions and o = 0.57, for “‘wide” distributions. Note
that the integral of this particular function ([, £(¢)dt is only normalised to unity for
0 < Ti,. Gaussian delay functions often feature long characteristic times (7, = 4 Gyr)
in order to fit the data. Strengths and weaknesses exist for both delay functions, and
are discussed in the references cited above. Unfortunately, the choice of distribution
(including all the ensuing parameters) is rather poorly constrained. In particular, both
the cosmic star formation rate and the type Ia rate contain large uncertainties beyond
a redshift of 1. For instance, the type la rate quoted at z = 1.6 by Dahlen et al. (2004) is
based on only two detection events.

In addition to the cosmic SNIa rate, Mannucci et al. (2006) attempt to use other
observations to constrain the shape of the delay function. They cite the dependence
of the SNIa rate on galaxy colour observed in the local universe (Mannucci et al. 2005)
as well as a dependence on radio loudness observed by Della Valle et al. (2005). Their
analysis suggests that the delay time function could have two components, a “prompt”
mode and a “tardy” mode (see also Scannapieco & Bildsten 2005a). These modes may
have physical counterparts with the two progenitor channels, but this is still uncertain.
Using such a delay function could improve our fits to the observations marginally,
but would introduce another unknown parameter (the ratio of contributions of the
modes). Moreover, the e-folding delay function also includes significant prompt and
late contributions. We therefore chose to use an e-folding delay function with 7, =
2 Gyr, but have also performed one simulation with a Gaussian delay function using
Tia = 3.3 Gyr and o = 0.66 Gyr. These parameter values were chosen to roughly agree
with the constraints mentioned above. The coefficient a appearing in equation (3.6)
was chosen to roughly match observations of the cosmic SNIa rate.

We plot the current measurements of the cosmic SNIa rate in figure 3.7. We have
self-consistently adjusted all data points to our cosmology of choice®, (h,Q,, Q) =
(0.73,0.238,0.762). Note that the different SNIa measurements are strongly discrepant,
indicating that the statistical errors have been underestimated and/or that some rates
suffer from systematic errors.

The solid, black curve in Figure 3.7 shows the evolution of the SNIa rate in our
L100N512 simulation, which used the e-folding time delay function and a = 0.01. Also
shown (dashed, black curve) is the predicted type Ia rate for another simulation that is
identical to L100N512 except for the fact that it uses the Gaussian delay function and

8Correcting for cosmology is important since observations are taken over a volume in co-moving
space. For instance, the highest redshift point of Poznanski et al. (2007) is greater than that of Dahlen
et al. (2004) when using their cosmology, but when converting to our cosmology the Dahlen et al. (2004)
point is reduced by a greater amount since it was taken over a larger redshift range. Thus, our plot
shows the Dahlen et al. (2004) point to be greater than the Poznanski et al. (2007) point.
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a = 0.0069. The e-folding and Gaussian models result in reduced x? values of 2.6 and
2.2, respectively. We consider this acceptable since the data are internally inconsistent.
Note that the predicted SNIa rates agree better with the more recent measurements.

While preparing this publication, we encountered a bug in the code that resulted
in myaqiow being set to zero in equation (3.8). The net result is a shift in the effective
delay time to lower redshifts and an increase in the effective value of a. Because this
error complicates the interpretation of our parameter values and because most of the
literature uses equation (3.5) rather than (3.6) we have tried to approximately match the
SNIa rates predicted by our L1I00N512 simulations using equation (3.5), taking the star
formation history predicted by the simulations as input and using the same (Chabrier)
IMF as was used in the simulation. We expect the effects of this bug to be nominal,
causing an increase in iron production at late times - increasing cooling slightly and
releasing more metals from old stellar populations - but note that our rates still pass
comfortably though the observations. Moreover, a simulation with a Gaussian delay
function (which we will present in a later publication) showed negligible difference to
the e-folding model in nearly all respects (e.g., star formation history, distribution of
metals). The difference between the type Ia rates is much greater than the difference
between the bugged and unbugged versions.
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The matching “standard formulation” SNla rates are shown as the red curves in
figure 3.7. The e-folding delay function (solid, red curve) uses 7, = 3 Gyr while the
Gaussian delay function (dashed, red curve) uses 71, = 3.3 Gyr, o = 0.66 Gyr (which is
identical to the original delay function used in combination with equation 3.6). When
using equation (3.5) it is useful to parametrize the normalization in terms of 7, the
fraction of white dwarfs that eventually explode as SNIa, or the Type la efficiency, which
is related to v, the number of SNIa per unit formed stellar mass via

8 100
n/ O(M)AM =v [ MI(M)dM. (3.11)
3 0.1
The red curves in figure 3.7 correspond to n = 2.50 % for the e-folding model and
n = 2.56 % for the Gaussian model. Note that these efficiencies correspond to our
Chabrier IMF, whereas much of the literature quotes efficiencies for a Salpeter IMF.
For a Salpeter IMF, these efficiencies work out to n = 3.25 % and n = 3.33 % for the
e-folding model and the Gaussian model respectively.
We end the discussion by noting that we match another constraint in that we find
iron abundances in our galaxies to be roughly solar at z = 0 (McCarthy et al. 2009).

3.4 PREVIOUS WORK

Several authors have used similar chemodynamical models in previous studies. While
these simulations are useful to compare to, it is important to pay close attention to the
various parameters in each work. The earliest treatment that could truly be deemed
chemodynamics was by Theis et al. (1992). While most of the subsequent codes (includ-
ing ours) used SPH, they used a mesh code, and they explicitly tracked the evolution
of metals as produced from stars, and even considered their impact on cooling.

Table 3.5 outlines the differences between a selection of previous simulations. It is
important to note that some of these simulations were only run for individual galaxies
while others used a large cosmological box. Note that in this table we only refer to
the first paper in a series, but that the parameters shown are from the most recent
incarnation of the model. We also include the type of model used for winds driven by
supernovae.

It is useful to notice the trends that exist among the various authors. For the ini-
tial mass function Salpeter (1955) is regularly used as well as Arimoto & Yoshii (1987)
(Kobayashi 2004b uses a simple power law of 1.10). Lia et al. (2002) published a for-
mulation of the type Ia supernova rate given by Greggio & Renzini (1983), and many
authors use this because it is concise and easy to follow. Others, however, follow very
different recipes, such as Scannapieco et al. (2005) who use a type Ia supernova rate
that is constant in time. The choice of a particular set of stellar lifetimes could have a
strong effect on simulations since all of the feedback processes directly depend on it.
Fortunately, the differences between the lifetimes are modest (see Romano et al. 2005
for a good review).

The treatment of cooling also has a significant impact on the outcome of the sim-
ulation. While cooling tables from Sutherland & Dopita (1993) are widely used, some
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authors (Kawata & Gibson 2003; Kobayashi 2004b) have made their own cooling tables
using the software package MAPPINGS III (Sutherland & Dopita (1993) used MAP-
PINGS II, and wrote both packages). None of the calculations published to date allow
the relative contributions of the elements to vary, nor do they consider the effect of UV
background on the metals.

Winds also play an important role. Some authors choose to inject gas surrounding
a supernova event with thermal energy (often suppressing the cooling for sometime
in order to ensure the feedback is effective) while others impart kinetic energy to the
gas. Navarro & White (1993) proposed a hybrid method in which some fraction of the
energy is given thermally and the remaining energy given kinetically.

Our simulations are similar in some respects to the previous works (i.e., stellar
yields and lifetimes) but also have some new aspects such the way in which radiative
cooling is implemented.



Table 3.5: Parameters of Previous Chemodynamical Simulations

Type Year  Paper® Code IMF SN Ia Rates Lifetimes Yields (SNII, Ia, AGB) Cooling ~ Wind model
Galaxy 1992 TBH92! TBH92! 552 immediate at death MMs893 constant Z fractions analytic thermal
Galaxy 1995 Smo954 SMm954 MS79° n/a n/a M87%,n/a,n/a n/a thermal
Galaxy 1996 RVN96” Nw93s KTG93? GR8310 A931! WW9512, TNH93'3, n/a n/a Nw93®
Galaxy 1999 B9914 CD-SPH KTG93? GR8310 RVN96” WW9512 NTY8415, vdHG9716 DM7217 thermal
Galaxy 2001 K018 K999 552 19520 constant n/a TBH92! Nw93S
Galaxy 2001  RME012! RMEQ12! 5552 BMD9822 PM9323 WWwW9512, NTY8415, Rv8124 n/a kinetic
Cosmological 2001 Mo012° APHMSPH 552 GR8310 immediate at death ~ WW9512/PCB9826, TNH931, n/a n/a none
Galaxy 2002 LPC02%7 LPC0227 S552 / AY8728 LPC0227 PCB9826 PCB9826, 19929, M0130 n/a thermal
Galaxy 2003 KG0331 GCD+ 8552 M = {0.2-60} HKN9932 K9733 WW9512,19929, vdHGY716 mpl34 Nw9z®
Cluster 2003 V0332 n/a various LPC0227 n/a WW95'2,19929 n/a SD9336 thermal
Galaxy 2004 K0437 GRAPE-SPH M%, o =1.10 KTN0038 DFJ903° N9740, N9741 mplII34 NWw938
Cluster 2004 T0442 GADGET-2 5552 / AY8728 Mo143 PM9323 WW9512, NIK9744, Rv8124 SD9336 kinetic
Cosmological 2005 Co54® GADGET-2 552 constant constant WW958, TNH93Y, n/a SD9336 Co54°
Galaxy 2006 MU06%6 n/a 552 n/a n/a T9520 SD9336 thermal
Cluster 2006 R06%7 FLY 8552 / AY8728 LPC0227 PCB9826 PCB9826, 19929, M0130 SDY336 thermal
Galaxy/Cosmological 2006 50648 GASOLINE MS79° GRs310 A9311 WW9512, TNH93'3, n/a SD9336 thermal
Cosmological 2006 0oD06%9 GADGET-2 0350 SB05° BC03°2 CL04%3, 19529, M013° SD9336 kinetic
Galaxy/Cosmological 2007  KSW07°%  GADGET-2 552 KTN0038 DFJ903° N9740, N9741 mplI34 thermal
This Work
Cosmological 2008 W09b52 GADGET-3 0359 W09b°2 PCB9826 PCB9826, T03%¢, M0139 W09a57 kinetic

@ Here we cite only the first paper of the project, 1 Theis et al. (1992) (Eulerean code), 2 Salpeter (1955), 3 Maeder & Meynet (1989b), 4 Steinmetz & Muller (1995) ,% Miller & Scalo (1979), 6 Maeder (1987) , 7 Raiteri et al. (199%) , 8 Navarro &
White (1993) , 9 Kroupa et al. (1993) , 10 Greggio & Renzini (1983) , 11 Alongi et al. (1993), 12 Woosley & Weaver (1995) , 13 Thielemann et al. (1993) , 14 Berczik (1999), 15 Nomoto et al. (1984), 16 yan den Hoek & Groenewegen (1997), 17
Dalgarno & McCray (1972), 18 Kawata (2001) , 12 Kawata (1999), 2° Tsujimoto et al. (1995), 2! Recchi et al. (2001) (2 dimensional) , 22 Bradamante et al. (1998), 2% Padovani & Matteucci (1993), 24 Renzini & Voli (1981) , 25 Mosconi et al. (2001),
26 Portinari et al. (1998) , 27 Lia et al. (2002) , 28 Arimoto & Yoshii (1987) , 2° Iwamoto et al. (1999) , 3 Marigo (2001) , ! Kawata & Gibson (2003) , 32 Hachisu et al. (1999) , 2> Kodama (1997) , 3* Tables made with Mappings III software, 3°
Valdarnini (2003), 36 Sutherland & Dopita (1993), 37 Kobayashi (2004b), 38 Kobayashi et al. (2000), 3 David et al. (1990), ° Nomoto et al. (1997), 1 Nomoto et al. (1997), 2 Tornatore et al. (2004), *3 Matteucci (2001) #* Nomoto et al. (1997),4°
Scannapieco et al. (2005), 46 Mori & Umemura (2006), 47 Romeo et al. (2006), 48 Stinson et al. (2006), 49 Oppenheimer & Davé (2006), 50 Chabrier (2003), e Scannapieco & Bildsten (2005b), 52 Bruzual & Charlot (2003), 53 Chieffi & Limongi

(2004), L Kobayashi et al. (2007), e Chapter 3, 56 Thielemann et al. (2003), L Chapter 2
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3.5 THE MASS EJECTED BY A SIMPLE STELLAR POPULA-
TION

The mass that is ejected during a single time step (¢,¢ + At) by a star particle of initial
mass m. o and metallicity Z that was created at time ¢, < t is given by

Am, = m(t) —m.(t + At) (3.12)
My (t—tx)
= Mg / O(M)me (M, Z) dM, (3.13)
Mz(tft*+At)

where M (7) is the inverse of the lifetime function 74 (M), me; (M, Z) is the mass ejected
by a single star and ®(M) is the IMF, normalized such that [ M®(M)dM = 1. Itis
straightforward to generalize the above equations to give Am, ;, the mass ejected in
the form of element j. The functions 74 (M) and m, (M, Z) need to be taken from
stellar evolution and nucleosynthesis calculations provided in the literature.

3.5.1 Implementation

Since stellar evolution and nucleosynthesis depend on initial composition, a correct
treatment of chemodynamics would require yields (i.e. the ejected mass of various ele-
ments) to be tabulated in a space with dimensionality equal to the number of elements.
Most yields are, however, given only as a function of metallicity, where metallicity is
the total mass fraction in metals. The models used to compute the yields assume im-
plicitly that the relative abundances of the heavy elements are initially solar.

One way to implement the release of elements is to interpolate the ejected masses,
which are given as a function of metallicity, to the metallicity of the star particle and to
ignore possible differences between the relative abundances assumed by the yield cal-
culation and the actual relative abundances of the star particle. However, this can have
some very undesirable consequences. For example, because iron does not participate
in the nucleosynthesis of intermediate mass stars, the iron that these stars eject was
already present when the star was born. If an intermediate mass star has a high iron
abundance for its metallicity, then simple interpolation of the yield tables with respect
to metallicity would lead to a large underestimate of the ejected iron mass. That is, it
would result in the spurious destruction of iron.

A more accurate way to implement chemodynamics would thus be to distinguish
metals that were produced/destroyed from those that pass through the star without
participating in the nucleosynthesis. If we knew, for each ejected element, what frac-
tion of the ejected mass resulted from net nucleosynthetic production (i.e., production
minus destruction) and what fraction simply passed through the star (the two fractions
should add up to one), then it would make sense to assume that the mass that passed
through the star is proportional to the star’s initial abundance. In that case we would
still neglect the effect of relative abundances on the nucleosynthesis itself (this can only
be done by repeating the nucleosynthesis calculations or using the somewhat cumber-
some Q-matrix formalism, e.g. Portinari et al. 1998), but we would take into account
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the consequences of varying relative abundances on metals that do not participate in
the nucleosynthesis.

We have adopted this strategy - as is often done (e.g. Recchi et al. 2001; Lia et al.
2002; Sommer-Larsen et al. 2005; Romeo et al. 2006; Tornatore et al. 2007) - and have
implemented it as follows’. For a star of given initial mass and metallicity, we can
write the mass of element j that is ejected into the surrounding medium, m;;, as the
sum of two parts:

Mjej = Mj.0:¢ + mj piej- (314)

Here m; ..; is the mass in element j that would have been ejected if no nucleosynthesis
had taken place and if the star were well-mixed,

M 0e) = (M) (Miot,e) ) (3.15)
Mtot,0:star / gim

where (1M o:star/ Mot 0:star ) 15 the initial mass fraction of element j in the star as tracked
by the simulation and (M), is the total ejected mass according to the yield table.
Note that we use the subscript “sim” to indicate values predicted by the simulation
and the subscript “tbl” to indicate values that are published by authors presenting a
particular set of stellar yields. The second term of equation (3.14) represents the ejected
mass in element j that was produced minus destroyed. Assuming that the star is well-
mixed, we can write it as

Mjpej = (mj,ej>tb1 - (nzm—stwr) (mtot,ej>tb17 (3.16)
tot,0:star / 1]
where (1 0:star/ Mot 0:star )iy, 1S the initial mass fraction of element j that was used for
the nucleosynthesis calculation. This term, which is often referred to as the yield of
element j, will be negative if an element effectively gets destroyed (this is for example
the case for hydrogen).
Combining equations (3.14), (3.15), and (3.16), we obtain:

Mo = (Myej)ibl +

M5 0:star M5 0:star
e 0 N\ o (mtot,ej )tbl-
tot,0:star sim Mtot,0:star thl

Note that this expression behaves as expected in the limit that the simulated abun-
dances agree with the ones assumed by the yield tables (i.e. the second term vanishes).
Note also that although the abundances appearing in equation (3.17) are absolute, it
is the abundance relative to other heavy elements that is important because we inter-
polate the yield tables to the metallicity (i.e. ) ;Mo /Mior,0 Where the sum is over all
elements heavier than helium) of the simulation star particle.

The ejected mass predicted by equation (3.17) can in principle be negative if the
simulated relative abundance of some element is much lower than the relative abun-
dance assumed in the yield calculation and if the element is not produced in signifi-
cant amounts. To prevent stellar particles from obtaining negative total abundances,

(3.17)

9Note that this strategy applies directly for our chosen yields since they are presented as what is
produced minus what was initially in the star. Some yields (e.g. Woosley & Weaver 1995) would have
to be modified to implement this approach.
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we therefore impose that for each element j, the total ejected mass, which consists of
the sum of the mass ejected by intermediate mass stars and SNe of types Ia and I, is
non-negative at each time step. If it happens to be negative, we set it to zero. In practice
we have, however, not observed this to occur in any of our simulations.

If some m;.; has been set to zero, as in the scenario described in the previous para-
graph, or if the simulated abundances (17} ¢.star/Mtot,0:star )i, 0 NOt add up to unity
(which can happen when using smoothed abundances; see section 3.6.2), then the sum
of the ejected masses, > i Mjej, MAY differ from the total ejected mass, (1otej)tbl, Pre-
dicted by the yield tables. To ensure that we release the correct amount of mass, we
therefore normalise the mass released from each element, including the total metal
mass (see section 3.5.1), such that the total mass released agrees with the value found
in the yield tables.

Tracking the total metal mass

Of the many elements tracked by stellar evolution calculations, only a fraction con-
tribute significantly to the radiative cooling rates. These elements tend to be the most
abundant and thus the most observed. We therefore only track 9 elements individu-
ally: H, He, C, N, O, Ne, Mg, Si, and Fe (plus we take Ca and S, whose contributions
to the cooling rates can be significant (see chapter 2), to be proportional to Si). Be-
cause we only track a finite number of elements, we cannot define the metallicity to be
Z =) _;mj/mio where the sum is over all elements heavier than He that are tracked by
the simulation. Using Z = 1 — (my + mue) /Mot is also problematic since this definition
is susceptible to round-off errors.

We therefore treat the total metal mass in the same manner as we treat individual
elements, i.e., we include it as an additional array, as has also been done by others (e.g.
Lia et al. 2002; Kawata & Gibson 2003; Valdarnini 2003; Sommer-Larsen et al. 2005;
Romeo et al. 2006). There are a number of ways to determine the yield of the total
metals released by a stellar population, Y, = my .. Since the sum of all Y; = m;j .
(including hydrogen and helium) should be zero (see eq. 3.16), one could simply define
Y, = —(Yu + Yue). Unfortunately, yield tables often give ;Y <0, which implies
that more mass is destroyed than produced. This is mainly due to non-conservation
of nucleons and round-off errors (L. Portinari, private communication). We choose
therefore to define Y7 as the sum of the yields of all elements heavier than helium and
redefine the hydrogen yield as:

YH = _<YHe -+ Yz) (318)

Note that Y7 will differ from the sum of the metal yields of all elements tracked by the
simulation if the yield tables contain more elements than are tracked by the simulation.
The differences and round-off errors may not be significant in light of the uncertainties
in our method (e.g., different yield sets, the definition of metallicity, etc.), but we choose
to try to minimize the uncertainties at each step.
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3.5.2 Results

Figures 3.8 and 3.9 show the result of combining all the ingredients described in sec-
tion 3.3 using the implementation described in this section. Both figures provide in-
formation about the composition of the integrated (i.e., cumulative in time) ejecta of
an SSP as a function of its age. While figure 3.8 shows the fraction of the mass due to
SNII, AGB and SNIa, figure 3.9 plots the abundance of a few elements relative to iron.

At early times, 7 < 10® yr, the integrated ejecta are totally dominated by SNII and
consequently the abundances relative to iron of elements such as carbon, nitrogen, oxy-
gen, and silicon are highly supersolar. As the stellar population ages, the contributions
of AGB stars become very important for carbon and nitrogen and those of SNla for
iron. Higher initial stellar metallicities tend to result in larger abundances relative to
iron, although the effect becomes smaller at late times because the yields of SNIa are
independent of metallicity.
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Figure 3.9: The abundances of various elements relative to iron in the integrated ejecta of an
SSP as a function of its age for two metallicities: solar (solid) and one per cent of solar (dashed).
All curves assume a Chabrier IME. The abundances of all elements shown are initially enhanced
relative to iron, particularly for lower stellar metallicities. The integrated abundances decrease
relative to that of iron for 7 > 10° yr when large amounts of iron are ejected by SNIa. Note
that the predictions are uncertain at the factor of two level, mainly due to the freedom in the
normalization of the SNIa rate and the uncertainty in the yields.

Note that these figures show the properties of the mass released integrated over
time rather than at a particular time. For ages 7 > 10® yr all mass loss comes from
AGB stars and SNIa and the elemental abundances relative to iron of the instantaneous
ejecta are therefore much lower than those in the integrated ejecta that are shown here.

We emphasize that the predictions shown in these figures are very uncertain, even
for a fixed IMF. As we discuss in section 3.3.3, the yields are uncertain at the factor
of two level. For example, we rescaled the SNII yields as discussed in section 3.3.3).
The relative contribution of SNIa is proportional to the normalization of the SNIa rate,
which, as discussed in section 3.3.4, is also highly uncertain. As shown in Fig. 3.8, this
is particularly important for iron.

We assumed a Chabrier IMF, but the results presented in this section would be
similar for other IMFs as long as they have similar slopes for stellar masses above a
few solar masses, as is for example the case for the Salpeter IMF.

3.6 IMPLEMENTATION INTO SPH

3.6.1 Enrichment scheme

Having determined the ejected masses m,;.; for each stellar particle during a given
time step, we still need to define how much of this mass should go to each of the
surrounding gas particles. We would like the mass transfer to be isotropic, but it is
not obvious how to accomplish this. As discussed in detail in appendix A of Pawlik &
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Schaye (2008), the transport of mass'® from a source particle to its SPH neighbours is
in general highly biased towards the direction of the centre of mass of the neighbours.
In essence this is a consequence of the fact that particle-to-particle transport is only
possible in directions where there are particles.

Pawlik & Schaye (2008) demonstrate that using an SPH kernel transport scheme, as
for example laid out by Mosconi et al. (2001), results in a statistical bias that is much
smaller than alternative schemes such as equal weighting or solid angle weighting. It
should be noted, however, that while SPH weighting results in only a small statistical
bias, the transport from individual source particles is still highly anisotropic. As in
previous works (e.g. Steinmetz & Mueller 1994; Kawata 2001; Kawata & Gibson 2003;
Tornatore et al. 2004; Scannapieco et al. 2005; Stinson et al. 2006; Kobayashi et al. 2007;
Tornatore et al. 2007), we choose to employ SPH weights and transfer to each SPH
neighbour k of a given star particle the fraction of the ejected mass given by

B MI/V(T’k,h)
Z m7 W(Tu h)’

where h is the smoothing length of the star particle (which we determine in the same
manner as for gas particles), r; is the distance from the star particle to neighbour ¢, W is
the SPH kernel, and the sum in the denominator is over all SPH neighbours of the star
particle. Tornatore et al. (2007) have investigated changing the number of neighbours
and kernel length used for distribution of heavy elements. They found that doubling
the amount of neighbours results in an increase of stellar mass fraction by about 10%,
presumably because more particles are affected by metal-line cooling. We choose to
use 48 neighbours, the same number as is used in the other SPH calculations.

Finally, we note that we do not change the entropy or, equivalently, the internal
energy per unit mass of the receiving gas particles. The total internal energy of a re-
ceiving particle therefore increases when its mass increases. The thermal energy of
the gas surrounding a star undergoing mass loss will change as a result of the mass
transfer, but not necessarily by the amount that we implicitly assume. In the case of
SN explosions we inject (part of) this energy explicitly (see §3.2) but it is possible that
the mismatch of energy could be important. Assuming all star particles lose 100 per
cent of their mass and that all this mass is transferred to non-star-forming particles
with 7 = 10*K, the total energy per unit stellar mass that we implicitly use to heat
the transferred mass to this temperature is only (cs/vy)?/n ~ 10~* of the kinetic energy
released by core collapse SNe, where ¢, is the sound speed of the ambient medium.
Thus, the energy that we implicitly use in the mass transfer is negligible. Furthermore,
many of the receiving gas particles may be star-forming, in which case we impose an
effective equation of state (see §3.2).

Similarly, we also neglect the change in the momentum of star particles and their
gaseous neighbours as a result of the change in the particle masses. We made this
choice partly because we also do not attempt to follow the actual momentum of the
ejecta except for core collapse SNe, in which case we inject the kinetic energy explicitly.

(3.19)

Wy =

19Pawlik & Schaye (2008) considered photon transport, but the analysis is equivalent for mass trans-
port.
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Figure 3.10: The enrichment sampling problem. A: A star particle enriches its neighbouring
gas particles (grey). B: The energy released by massive stars within the star particle drives its
neighbours away. Because metals are stuck to particle the local metallicity in the shell fluc-
tuates. C: Using kinetic feedback the problem is worse because only a small fraction of the
neighbours are kicked.

Neglecting momentum transfer from AGB stars and SNla can be justified for the star
particles if the mass transfer is isotropic, which it is in our case. For the receiving gas
particles this argument does not apply, even when averaged over many mass transfer
events, if the stars and gas have systematically different bulk flows. However, even in
that case the energy associated with this momentum transfer is negligible compared
with the kinetic energy injected by core collapse SNe unless the bulk flow velocities of

the stars differ systematically from those of the gas by > 10 kms™.

3.6.2 Smoothed metallicities

The elemental abundances of a particle are not only of interest in the analysis of the
simulations, they are also required during the simulation itself because gas cooling
rates depend on them. Furthermore, the lifetimes and yields of star particles depend
on their metallicities.

Having tracked and transferred the total metal mass released by star particles dur-
ing all time steps (see section 3.5.1), we could simply define the metallicity of a particle
to be

mz

Zpart = —. (320)
m

We will refer to metallicities computed using the above expression as “particle metal-
licities”. Alternatively, we could define the metallicity as the ratio of the SPH smoothed
metal mass density and the SPH smoothed gas mass density (as in Okamoto et al. 2005;
Tornatore et al. 2007),

T = 2, (3.21)
P

where the gas and metal mass densities of particle ¢ are given by the standard SPH
expressions

Pi = Z ij(T’Z' — 7”]', hl), (322)
J
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Pzi = Zmz,jW(Ti—Tj,hi)a (3.23)
J

where the sum is over all SPH neighbours j and h; is the smoothing length of particle i.
We will refer to metallicities computed using (3.21) as “smoothed metallicities”. Sim-
ilarly, we will make use of particle and smoothed abundances of individual elements.
Note that while particle abundances can only change when a particle gains or loses
mass, smoothed abundances will generally vary from time step to time step because
they depend on the distances between particles and their SPH neighbours. Although
most studies do not explicitly define what they mean by “metallicity”, particle metal-
licities are generally used.

The use of smoothed abundances has the advantage that it is most consistent with
the SPH formalism. For example, in the absence of metals gas cooling rates depend on
p and it therefore makes sense for the metallic cooling rates to depend on p; = Zinp,
computed in the same manner as p. Another advantage of smoothed abundances is
that they partially counter the lack of metal mixing that is inherent to SPH. In partic-
ular, there will be many less particles with zero metallicity if smoothed abundances
are used because every neighbour of a particle with a non-zero particle metallicity will
have a non-zero smoothed metallicity.

The reason SPH underestimates metal mixing is that, in the absence of some imple-
mentation of diffusion, metals are stuck to particles. Even in the absence of microscopic
diffusion processes, this will result in a lack of metal mixing due to a straightforward
sampling problem. This sampling problem is most easily illustrated by imagining a
shell of constant thickness swept up by a spherically symmetric explosion driven by
a single stellar particle in a uniform, initially primordial gas, just after it has com-
pleted the transfer of metals produced by massive stars to its SPH neighbours (see
Fig. 3.10). As the metal-rich bubble expands, the local metal density should decrease
as 1/r%. However, because the metals are stuck to a fixed number of particles, the lo-
cal metal density will instead fluctuate strongly within the swept-up shell (Fig. 3.10,
middle panel). The situation may actually be even worse in practice because we are
using kinetic feedback which implies that only a subset of the SPH neighbours of the
star particle are kicked (Fig. 3.10, right panel). Note that this sampling problem does
not become smaller when the resolution is increased.

The metal sampling problem of SPH can be reduced by implementing diffusion
(and tuning the diffusion coefficient). We have, however, decided not to do this be-
cause diffusion is a physical process whereas the sampling problem is in essence a
numerical problem. Attempting to solve it with a poorly constrained physical mech-
anism may have undesired consequences. Depending on the severity of the sampling
problem, it may for example require an unphysical amount of diffusion. The addi-
tion of diffusion may also lead to the introduction of new physical scales (through the
choice of a particular value for the diffusion coefficient).

We therefore consider the problem of (turbulent) diffusion separate from the sam-
pling problem described here. While diffusion processes may well be important and
have a significant impact on our results (e.g. de Avillez & Breitschwerdt 2007), sub-
grid recipes are required to implement them as they relevant physical processes are
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unresolved in cosmological simulations.

Note that a static gas will not suffer from the sampling problem but diffusion will
still alter its metallicity distribution. A possible way out may therefore be to imple-
ment a recipe for (turbulent) diffusion that depends explicitly on the relative velocities
of neighbouring particles (Greif et al. 2008). Although this will still implicitly use phys-
ical processes (e.g. hydrodynamical instabilities) to get around a numerical problem, it
does have the important advantage that it asymptotes to the standard, no mixing, so-
lution for the case of a static gas. We intend to test such sub-grid mixing prescriptions
in the future. For now, we note that our use of smoothed abundances decreases the
severity of — but does not solve — the sampling aspect of the mixing problem, leaving
the physical aspect of the problem unaddressed.

We decided to use smoothed abundances in the calculation of the cooling rates, the
stellar lifetimes and the yields. When a gas particle is converted into a stellar particle
its smoothed abundances are frozen. Note that because the smoothed abundances of
gas particles are recalculated at every time step from the metal mass fractions, we need
to store both smoothed and particle abundances and can thus compare the two.

It is important to note that metal mass is only approximately conserved when
smoothed abundances are used using the “gather approach”, equation (3.23). The non-
conservation is exacerbated by the fact that the smoothed abundances of a particle are
frozen when it is converted from a gas into a star particle. Metal conservation could be
enforced by using a “scatter” approach,

pri = mg ;W' (r; —rj,hy), (3.24)
J

normalized such that ) . W’(r; — r;,h;) = 1 for every particle j. However, this is
computationally more expensive and would in any case only conserve metal mass if
the time steps of all particles were synchronized, which is not the case for GADGET.

It is a well known problem that the SPH technique overestimates densities of low
density gas in regions where the density gradient is steep, which may result in over-
cooling (Pearce et al. 1999). By using smoothed metal densities we are vulnerable to
a similar problem that may result in an overestimate of the metal mass and hence in-
creased overcooling. Indeed, in our low resolution L025N128 and L100N128 runs the
final total smoothed metal masses are, respectively, 3.6% and 18% greater than the fi-
nal total particle metal masses. However, as expected, the difference decreases rapidly
with increasing resolution. For the L100N256, L100N512, and L025N512 runs the total
smoothed metal mass is 8.3% higher, 3.7% higher, and 0.14% lower than the total parti-
cle metal mass in the respective simulations. Thus, metal mass conservation errors are
negligible for our highest resolution simulations.

However, note that we compared total smoothed and particle metal masses in sim-
ulations that always used smoothed abundances to compute the cooling rates, stel-
lar lifetimes and yields. Because increased metal abundances will result in increased
cooling and thus increased star formation and increased metal production, we expect
the difference to increase if we compare the total smoothed metal mass predicted by
a simulation employing smoothed abundances with the total particle metal mass pre-
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Figure 3.11: Stellar mass density
as a function of redshift for 2562,
100 A~ Mpc runs. The solid curve
shows the total stellar mass den-
sity in L100N256 which employs
smoothed abundances in the cal-
culation of the cooling rates. The

_8x10°[ ‘ ] dashed curve indicates the total
o SmPOoorttahce\g i 1 stellar mass in a simulation that
2, ex1of N Smoothed £ with factor = 1 used particle abundances for the
= L cooling rates. The use of smoothed
> N 1 abundances increases the stellar
£ axiof N . mass produced by z = 0 by 51 %.
- I ] The dash-dot curve used smoothed
é . ] abundances for the cooling after
= I multiplying them by a factor 1/1.08
o r to correct for the increase in the to-
& ol J ] tal metal mass, at fixed stellar mass,

0 2 4 6 due to the use of smoothed abun-
Redshift dances. The fact that the dash-
dot curve is close to the black one
indicates that the increase in the
stellar mass when using smoothed
abundances is mostly due to the in-
creased metal mixing rather than
the small increase in the total metal
mass.

dicted by a simulation employing particle abundances. We have tested this by compar-
ing two L100N256 (and two L100N128) simulations. One simulation used smoothed
abundances while the other used particle abundances for the calculation of the cooling
rates. Indeed, we found that at z = 0 the total smoothed metal mass in the L100N256
(L100N128) simulation using smoothed abundances was 49% (82%) higher than the
total particle metal mass in the corresponding simulation using particle abundances.

As can be seen from Figure 3.11, the simulation that uses smoothed abundances
(black curve) produces about 1.5 times as many stars as the simulation that used par-
ticle abundances (red curve) for the calculation of the cooling rates. We performed a
further test to determine if the increase in the stellar mass resulting from our use of
smoothed abundances is due to the non-conservation of metal mass or to the increased
metal mixing (i.e., metal cooling affects more particles). To this end we ran another
version of the L100N256 simulation that used smoothed abundances but in which the
smoothed abundances were multiplied by a factor 1/1.08, which is the ratio between
the final total particle and smoothed metal mass in the simulation that used smoothed
abundances for the cooling, before passing them to the cooling routine. As can be
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Figure 3.12: Two-dimensional prob-
ability density function of particle
number density in the smoothed
metallicity - particle metallicity
plane for the L100N512 simulation
at z = 0. The contours are spaced
logarithmically by 0.5 dex. The
two metallicity definitions agree in
/ highly enriched regions where the
‘ metals are well mixed, but at lower
. ] metallicities the smoothed metal-
. ] licities are typically higher. The
; lowest possible smoothed metal-

p E licity for a particle with non-zero

% ] particle metallicity corresponds to
, the case when all its neighbours
~S B b b are metal-free and agrees with the

=9 —4 =3 -2 —1 O 1 lower envelope visible in the plot.
Log Particle 7/74

Log SPH—smoothed 7/7

seen from Figure 3.11 (blue curve), the result is much closer to the simulation using
smoothed abundances (but without the reduction factor) than to the simulation using
particle abundances. Hence, the increase in the total stellar mass is mostly due to the
increase in the metal mixing.

This example demonstrates that the poor performance of SPH with regards to metal
sampling and mixing is an important problem that can have a very large effect on the
predicted star formation history. On the other hand, we expect the differences to be
smaller for our higher resolution simulations. The fact that non-conservation of metal
mass is much less important than metal mixing and that the mismatch between the
total metal masses becomes very small for our highest resolution simulations, sup-
port our decision to use smoothed abundances during the simulations. In the rest of
this chapter we will therefore only make use of simulations that employed smoothed
abundances for the calculation of the cooling rates.

In figure 3.12 we directly compare the z = 0 smoothed and particle metallicities
in the LI00N512 simulation. The contours show the logarithm of the particle number
density in the Zg,, — Zpart plane. The dashed line indicates 1-1 correspondence. The two
metallicities are strongly correlated for high metallicities, although significant scatter
exists. This is expected, because high-metallicity gas will have been enriched by many
star particles during many time steps and we therefore expect the metals to be well
mixed. For low particle metallicities, however, the two metallicity definitions become
essentially uncorrelated and the smoothed metallicities are typically higher than the
particle metallicities. This is because a single enriched particle can give its neighbours
a range of smoothed abundances depending on their distances.

For a given particle metallicity, there is a well defined lower limit to the smoothed
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Figure 3.13: Evolution of fractional metal mass in various components for the L100N512 sim-
ulation. Left: Stars (solid), star-forming gas (dashed) and non-star-forming gas (dot-dashed).
Note that these curves add up to unity. Centre: Cold-warm IGM (non-star-forming, p < 100(p),
T < 10°K) (solid), and cold-warm halo gas (non-star-forming, p > 100(p), T < 10° K) (dashed).
Right: WHIM (non-star-forming, 7' > 10° K) (solid) and ICM (non-star-forming, 7' > 107 K)
(dashed). The parts of the curves corresponding to redshifts for which the total metal mass
is smaller than 107 of the total baryonic mass have been omitted because they become very
noisy. While most metals initially reside in star-forming gas, by z = 0 most are locked up in
stars. At present most of the gaseous metals reside in the WHIM.

metallicity. This minimum smoothed metallicity corresponds to that of a metal-bearing
particle that is surrounded by metal-free particles. It is visible as the lower envelope of
the contours parallel to the dashed line in figure 3.12. From equations (3.21) and (3.23)
we can see that the minimum smoothed metallicity is Zy,; = myz ;W (0, h;)/p;. Using
the fact that for GADGET the value of the kernel at zero displacement is W (0, h;) =
8/(mh?) and that for particles with m; &~ m the kernel satisfies 47p;h} /3 &~ Nyg,m (Where
the number of SPH neighbours N, = 48 in our simulations), it is easy to show that
Zami & 27 pari 9.

In summary, we use smoothed abundances during the simulation because it is
consistent with the SPH method and because it reduces, though not eliminates, the
metal sampling problem. Smoothed and particle metallicities are very close in high-
metallicity regions but in low-metallicity regions the smoothed abundances will typi-
cally exceed the particle ones. Using SPH simulations to study low-metallicity gas and
stars is hence problematic because the results are sensitive to the definition of metallic-
ity that is used. The use of smoothed abundances increases the number of particles for
which metal cooling is important and thus the star formation rate, particularly when
the resolution is low.

3.7 THE PREDICTED DISTRIBUTION OF METALS

In this section we will investigate the cosmic metal distribution predicted by our sim-
ulations. We will only present results from the simulations listed in Table 3.2, which
are drawn from the reference simulations of the OWLS set. While the simulations anal-
ysed here differ in terms of their box sizes and particle numbers, they all used the same
simulation code and the same prescription for star formation, galactic winds and cool-
ing. In chapter 4 we use the full OWLS set to study the effect of changes in the baryonic
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Figure 3.14: Evolution of the mass-weighted metallicities of various components for the
L100N512 simulation. The panels and line styles are identical to those shown in Fig. 3.13.
The metallicity of stars and the ISM evolves much more weakly than that of cold-warm diffuse
gas. The mean metallicity of the WHIM is ~ 107! Z; at all times. Symbols indicate observa-
tional estimates of metallicities in various phases - stars: (Gallazzi et al. 2008) (plus sign) and
(Halliday et al. 2008) (cross symbol); cold halo gas: (Prochaska et al. 2003) (squares); diffuse
IGM: (Aguirre et al. 2008) (triangle) and (Schaye et al. 2003) (diamond); ICM: (Simionescu et al.
2009) (orange region).
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Figure 3.15: Gas distribution weighted by mass (black) and volume (grey) in the temperature -
density (left), metallicity - density (centre), and metallicity - temperature (right) planes at z = 0
for the L100N512 simulation. Note that star-forming gas has been excluded from the right-
hand panel. The contours are spaced by 1 dex. While low-density gas displays a wide range
of metallicities, there is a strong positive gradient of metallicity with density that becomes
narrower for higher densities. Combined with the fact that low-density gas must account for
a larger fraction of the volume than the mass, the metallicity-density correlation implies that
volume-weighting favors lower metallicities than mass weighting. There is no well defined
relation between temperature and metallicity.

processes on the metal distribution, which turns out to be very important. Here we will
instead focus on convergence tests and on the effect of different metallicity definitions.

There are a number of approaches we can take to study the cosmic metal distri-
bution in our simulations. Before analysing the metal distribution at z = 0 in more
detail, we will investigate the evolution of the metal mass fractions in various compo-
nents. We will then proceed to discuss the dependence of the results on the definition
of metallicity (§3.7.1), the size of the simulation box (appendix 3.A) and the numerical
resolution (appendix 3.B). While appendices 3.A and 3.B will make use of the full suite
of simulations listed in Table 3.2, we will only consider the L100N512 (which contains
2 x 5123 particles in a box that is 100 4~! Mpc on a side) run in the rest of this section.
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Figure 3.16: Gas mass (black) and gas metal mass (grey) distribution in the temperature - den-
sity (left), metallicity - density (centre), and metallicity - temperature (right) planes at z = 0 for
the L100N512 simulation. Note that star-forming gas has been excluded from the right-hand
panel. The contours are spaced by 1 dex. While gaseous metals track the general gas mass dis-
tribution at high densities (or metallicities), at the densities corresponding to diffuse structures
(p < 102 (p)) metals reside in gas that is both hotter and more metal-rich than is typical for these
densities.

We note, however, that our much higher resolution L025N512 simulation (which was,
however, stopped at z = 1) gives qualitatively similar results.

Figure 3.13 shows the evolution of the fraction of the metal mass contained in vari-
ous components. By isolating the gaseous metals into various phases, we can develop
a picture of where the metals are at a given redshift. To that end we have plotted the
total fraction of the metal mass in stars (left, solid), star-forming gas (left, dashed),
and non-star-forming gas (left, dot-dashed). Recall (see §3.2) that by star-forming we
mean gas particles that are allowed to form stars and for which we impose an equa-
tion of state. These particles all have densities ny; > 107! cm ™2 and can be thought of
as ISM gas. We have divided the non-star-forming gas into cold-warm (T" < 10° K;
middle) and warm-hot (T > 10° K; right) components. The cold-warm gas has been
further subdivided into diffuse (p < 10% (p); middle, solid) and halo (p > 10 {p); mid-
dle, dashed) gas and we have subdivided the warm-hot, non-star-forming gas into the
warm-hot IGM (WHIM) (10° K < T' < 107 K; right, solid), and the intracluster medium
(ICM) (T > 107 K; right, dashed).

Focusing first on the left-hand panel of Fig. 3.13, we see that the most prominent
trend is the strong decrease in the fraction of the metals in star-forming gas. While this
phase harbors most of the metals at z = 8, by 2 = 0 it contains only a small fraction.
The opposite is true for the stars: while most of the metals are initially in the gas phase,
today the majority of the metals are locked up in stars. The metal fraction contained in
non-star-forming gas varies between twenty and forty per cent.

Davé & Oppenheimer (2007) have recently used a cosmological SPH simulation
(using 256° gas particles in a 32 h~! Mpc box) to investigate the cosmic distribution of
metals. While we postpone a detailed comparison to chapter 4, we note a clear, qual-
itative difference in the results. While Davé & Oppenheimer (2007) find that initially
(at z = 6) the diffuse IGM contains much more metal than the ISM, we find the oppo-
site. Schaye et al. (2009) showed this difference mostly reflects the higher initial mass
loading of galactic winds assumed by Davé & Oppenheimer (2007). This difference
illustrates the importance of varying the subgrid recipes used in the simulations. We
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will report on such variations chapter 4.

The other two panels of Fig. 3.13 show that while the metal fraction in cold-warm
gas decreases with time, the fraction contained in warm-hot and hot gas increases. This
is not unexpected, as growth of structure will result in more and stronger accretion
shocks, heating an increasing fraction of the gas to high temperatures. While most of
the metals in non-star-forming gas are initially cold, more than half of them reside in
the WHIM for z < 2. The ICM, on the other hand, still contains only a few percent of
the metal mass by z = 0, an order of magnitude less than the WHIM.

Besides the metal mass fractions, the metallicities of the various components are
also of interest. Together with the evolution of the baryonic mass fractions, which we
will present in Dalla Vecchia et al. (in prep), the metallicities determine the metal mass
fractions. Figure 3.14 shows the evolution of the mass-weighted mean metallicities of
the same components that were shown in Fig. 3.13.

As expected, the metallicity of the star-forming gas roughly traces the metallicity of
the stars throughout the simulation, although the ratio of the mean stellar metallicity to
the mean ISM metallicity decreases slightly with time. The stellar and ISM metallicities
increase relatively slowly with time. At z = 3 the mean stellar metallicity is about
0.5 dex lower than at z = 0. Interestingly, the WHIM and the ICM have a metallicity
~ 107! Z, at all times. This lack of evolution is in stark contrast to the behavior of the
cold-warm, diffuse gas whose metallicity increases rapidly with time. Consequently,
the differences in the metallicities of the various components become smaller at lower
redshifts. However, even by z = 0 the metallicity of the diffuse, cold-warm IGM is
only of order 1 per cent of solar.

Although our primary aim is not to perform a direct comparison to observations,
we have included in Fig. 3.14 a number of observational estimates of metallicity'! in
various phases. In the left panel we show the estimates for the mean stellar metallicity
at z = 0 and z = 2 from Gallazzi et al. (2008) and Halliday et al. (2008), respectively.
Our simulations fall about 0.2 dex above the redshift zero point and land about 0.3 dex
above the higher redshift point. We note however, that Halliday et al. (2008) find their
result to be low compared to that of Erb et al. (2006). They explained that this could rep-
resent an alpha enhancement at high redshift (Erb et al. 2006 measured oxygen while
Halliday et al. 2008 measured iron). We compare our predictions for overdense, cold,
non-starforming gas to the observations of damped Ly« (DLA) systems of Prochaska
et al. (2003) and find excellent agreement. Our measurement of the mean metallicity
of the z ~ 3 IGM agrees with the measurement based on carbon of Schaye et al. (2003),
but falls slightly below that based on oxygen of Aguirre et al. (2008). In appendix 3.B
we show that the metallicity of this phase is particularly sensitive to resolution and that
higher resolution simulations may predict higher diffuse IGM metallicities. Finally, the
metallicity of the low-redshift ICM falls along the lower range of cluster measurements
compiled by Simionescu et al. (2009). For this we compiled a range of all metallicity
measurements in the most outer regions of the clusters (regions which should domi-
nate the mass averaged metallicity). We note that since most radial profiles flatten at
outer radii, this should be a safe assumption. From these comparisons we conclude

'The observations were converted to our solar abundances where necessary.
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that our simulation is in reasonable agreement with a range of observations. Although
these values for mean metallicity are often luminosity weighted, we wish to avoid for
now further uncertainties introduced by modelling the emission so we simply compare
with our mass-weighted values.

Before investigating the robustness of these results to numerical effects, we will
study the z = 0 metal distribution in more detail. To interpret the results, it is, however,
helpful to first consider the gas mass rather than the metal mass distribution.

The solid contours in the left-hand panel of figure 3.15 indicate the z = 0 gas mass-
weighted 2-dimensional (2-D) probability density function (PDF) in the temperature-
density plane. That is, the contour values correspond to dMg/(Mgordlog £rdlog T).
Similarly, the red contours show the volume-weighted!? 2-D PDEF, i.e., dV/(Viod log <—Z>d logT).
All contour plots in this section show contours spaced by one dex, with each plot con-
taining the same levels for both linestyles.

There are a number of distinct features in this temperature-density diagram. Much
of the mass, and nearly all of the volume, resides in a narrow strip ranging from about
(logp/ (p),logT) ~ (—1.5,3) to ~ (1.5,4.5), which corresponds to the diffuse, photo-
ionized IGM. The relation between temperature and density of this component is set
by the balance between photo-heating and adiabatic cooling (Hui & Gnedin 1997). For
gas at higher overdensities photo-heating is balanced by radiative rather than adiabatic
cooling and the temperature slowly decreases with increasing density. The plume of
much hotter gas corresponds to gas that has been shock-heated, either through gravita-
tionally induced accretion shocks or galactic winds. For gas with densities p/ (p) = 10?
there is less mass at temperatures 7' ~ 10° K than there is at lower and higher tem-
peratures because the radiative cooling rates peak at these temperatures (due mostly
to collisional excitation of oxygen, carbon, and helium), resulting in a bimodal distri-
bution of the temperature in that density regime. The well-defined 7-p relation at the
highest densities reflects the equation of state P pa’®, which we impose on gas with
densities exceeding our star formation threshold of nyy = 0.1 cm™ (p/ (p) ~ 10° at
z = 0). As discussed in §3.2, the temperature of this gas merely reflects the imposed
effective pressure of the unresolved multiphase ISM.

The middle and right panels of Fig. 3.15 show how the gas mass (black) and the
volume (red) are distributed in the metallicity-density and the metallicity-temperature
planes, respectively. We have excluded star-forming gas from the right-hand panel
since its temperature would merely reflect the pressure of the equation of state that
we have imposed. We will exclude this component from all plots investigating tem-
perature dependencies, except for temperature-density diagrams such as the left-hand
panel of Fig. 3.15 (because in that case the gas density can be used to identify the star-
forming gas).

While there is a clear positive correlation between metallicity and density for highly
overdense gas (see the black contours in the middle panel), gas at low overdensities can
have a large range of metallicities extending all the way to zero (outside the plotted
range). Note that the highest density gas is highly supersolar. This reflects the fact that

2Volume weighting was implemented as weighting by h3/>" y h3, where h; is the SPH smoothing
length of particle i. We verified that using m/p instead of h* gives nearly identical results.
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Figure 3.17: Cumulative probability density function of the gas metal mass as a function of gas
density (left), temperature (centre-left), and metallicity (centre-right) at = = 0 for the L100N512
simulation. The vertical, dotted line in the left panel indicates our star formation threshold.
Also note that star-forming gas has been excluded from the temperature plot. The right-hand
panel shows the cumulative PDF of the stellar metal mass as a function of the stellar metallicity.
While the gas metal mass is distributed over a wide range of densities and temperatures, it is
concentrated in gas that has a relatively high (local) metallicity.

massive galaxies in this simulation have too high metallicities because galactic winds
cannot escape their high-pressure ISM. In chapter 4 we will show that this problem
is not present for some other implementations of galactic winds driven by SNe and,
particularly, for more efficient feedback mechanisms such as energy injected by active
galactic nuclei. The right-hand panel shows that there is no well-defined relation be-
tween metallicity and temperature. Gas at a given temperature displays a wide range
of metallicities.

Figure 3.16 uses the same panels as Fig. 3.15 to compare the distribution of gas mass
(black) and metal mass (red). Since we use smoothed metallicities, metal mass is de-
tined as Z,, M,. Note that the black contours are identical to those shown in Fig. 3.15.
Focusing first on the left-hand panel, which shows the distributions in the temperature-
density plane, we see that while metal and gas mass track each other well for high
overdensities (although the gas mass is distributed over a narrower range of tempera-
tures for a given density), they differ in one important respect for p/ (p) < 10?. Whereas
most of the mass is concentrated at the lowest densities and temperatures, this diffuse,
photo-ionized IGM contains only a small fraction of the metals. Instead, the vast ma-
jority of metals in low-density gas are hot (T" > 10° K). This is probably caused by
the fact that high-velocity winds are required to transport metals to regions far from
galaxies and that such winds shock-heat the medium. This agrees with Theuns et al.
(2002) and Aguirre et al. (2005), who also found that most of the diffuse metals reside
in hot gas, using different implementations of feedback from star formation and using
simulations that did not include metal-line cooling. Aguirre et al. (2005) speculated
that the inclusion of radiative cooling by metals might be important, but our simula-
tions show that even when metal-line cooling is included, the WHIM (5 < logT < 7,
p/ {p) < 10%) is an important reservoir of cosmic metals. From the right-hand panel of
Fig. 3.15 we can see that although some WHIM gas has very low metallicities, much of
ithas 7 > 107! Z,..
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Figure 3.18: Gas smoothed metal mass (black) and gas particle metal mass (grey) distribution
in the temperature - density (left), metallicity - density (centre), and metallicity - temperature
(right) planes at z = 0 for the L100N512 simulation. Note that star-forming gas has been ex-
cluded from the right-hand panel. The contours are spaced by 1 dex. Except for low-metallicity
gas, which mostly has low densities and temperatures, smoothed and particle metallicities
yield similar results.

The left-hand panel of Fig. 3.17 shows the cumulative PDF for the gas metal mass as
a function of log p/ (p), i.e., Mz:n.mt I dp’d(M;—jS“‘), where My is the total smoothed
metal mass in gas. Similarly, the second and third panels from the left show the cu-
mulative PDF of the gas metal mass as a function of temperature and metallicity and
the right-hand panel shows the cumulative PDF of the stellar metal mass as a func-
tion of metallicity. While the gas metal mass is spread over remarkably large ranges of
densities and temperatures, it is concentrated in relatively high-metallicity gas. Note,
however, that metallicity is evaluated locally, at the resolution limit of the simulation.
High metallicity gas therefore includes patches of enriched gas embedded in structures
whose overall metallicity is low.

Considering one variable at a time, ninety percent of the z = 0 gas metal mass
resides in gas with 107%° < p/ (p) < 107°, 10*K < T < 10°°K, or 107° < Zgu/Z <
10°7. Half the gaseous metal mass resides in gas with p < 10? (p) which implies that
diffuse and collapsed structures contain similar amounts of metal mass. In terms of
temperature the midpoint lies at about 10° K, which means that half the gas metal
mass resides in shock-heated gas. Clearly, any census aiming to account for most of
the metal mass in gas will have to take a wide variety of objects and structures into
account.

In the next section we will investigate the metal distribution and its evolution in
more detail, including the sensitivity of the results to the definition of metallicity. The
convergence of the predictions with respect to the size of the simulation box and the
numerical resolution is studied in appendices 3.A and 3.B, respectively.

sm,tot

3.7.1 Smoothed vs. particle metallicity

As discussed in §3.6.2, there is some ambiguity in the definition of the metallicity in
SPH. We have opted to use SPH smoothed metallicities Z,,, = pz/p rather than particle
metallicities Z,,,; = myz/m, because using smoothed abundances is consistent with the
SPH method and because it partially counters the lack of metal mixing that results
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Figure 3.19: Probability density function of the gas density (left), temperature (centre-left) and
smoothed /particle metallicity (centre-right) weighted by smoothed (black) and particle (grey)
metal mass. The black (grey) histogram in the right-hand panel shows the PDF of the smoothed
(particle) stellar metallicity weighted by smoothed (particle) metal mass. All panels correspond
to the L100N512 simulation at z = 0. The vertical, dotted line in the left panel indicates the
threshold for star formation. Note that star-forming gas was excluded from the temperature
panel. The predictions for smoothed and particle metallicities only differ significantly for low-
metallicity gas.

from the fact that metals are stuck to particles. We already demonstrated in §3.6.2
that the definition of metallicity is particularly important for low metallicity gas and
that it has important consequences for gas cooling rates (and hence for the predicted
star formation histories). Here we investigate its effect on the metal distribution by
comparing the gas metal mass distributions computed using smoothed and particle
metallicities. Note, however, that smoothed metallicities were always used during the
simulation for the calculation of the radiative cooling rates, stellar lifetimes, and stellar
yields.

Figure 3.18 compares the gas metal mass distribution using smoothed (black) and
particle (red) metallicities in the temperature-density (left), metallicity-density (mid-
dle) and metallicity-temperature (right) planes. Note that the black contours are identi-
cal to the red contours in Fig. 3.16. The smoothed and particle metal distributions trace
each other reasonably well, except for the diffuse, photo-ionized IGM (p/ (p) < 102,
T < 10° K; left panel) and generally for low-metallicity gas (Z < Z; middle and right
panels). When smoothed metallicities are used larger fractions of the metal mass reside
in low-metallicity gas, which is consistent with Fig. 3.12.

The left-hand panel of figure 3.19 shows the 1-D gaseous metal mass weighted PDF
for the gas density, i.e., d(MyZ)/(Mzotdlog <—Z>) as a function of log p/ (p), where Z
is the smoothed /particle metallicity and M is the total smoothed/particle metal
mass in gas. Thus, if the y-axis were linear (which it is not), the fraction of the area
underneath the histogram that is in a given bin would correspond to the fraction of the
gas metal mass in that bin. Similarly, the second and third panels from the left show
the metal-mass weighted PDF of the temperature and metallicity, respectively, and the
right-hand panel shows the metal mass-weighted PDF of the stellar metallicity. The
distribution of metal mass over density is similar for smoothed and particle metallic-
ities, but using smoothed metallicities results in a significant shift of metal mass from
T ~ 10°K to T' < 10° K. While the differences in the metal distributions as a function
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of metallicity are small for stars, presumably because they tend to form in well-mixed,
high density gas, the differences are very substantial for the gas. As expected, the use
of smoothed metallicities results in a prominent shift of gaseous metal mass to lower
metallicities. For stars, the particle metallicity PDF exceeds that for smoothed abun-
dances by about an order of magnitude in the range —4 < log Z < —2 (i.e., outside the
plotted range).

We stress, however, that because the metallicities are evaluated locally, i.e. at the
spatial resolution limit, they may differ substantially from the overall mean metallicity
of the structure containing the particles. For structures that contain many particles the
mean metallicity will be insensitive to the definition of metallicity that is used. On the
other hand, local gas metallicities are the ones that are used for the calculation of the
cooling rates, so they are certainly important.

In summary, SPH simulations such as the ones presented here are not well-suited
to study the metal distribution in low-metallicity gas. Because metals are stuck to
particles, SPH suffers from a sampling problem which becomes worse in regions where
only a small fraction of the particles have been enriched. Consequently, in the low-
metallicity regime the distribution of mass is sensitive to the definition of metallicity.
However, the bulk of the metals reside in gas of relatively high metallicity for which
the predicted metal distribution is not strongly affected by the lack of metal mixing.
Except for the small fraction of stars that have Z < 107! Z, the results are more robust
for stars because they form in high-density gas that is better mixed. This is probably
because high-density gas particles tend to be near star particles which means that they
are likely to have received metals during many time steps.

3.8 SUMMARY

The elemental abundances of stars, galaxies, and diffuse gas are of great interest be-
cause they determine radiative cooling rates and the stellar initial mass function, be-
cause they can give insight into physical processes such as the interactions between
galaxies and the IGM, because they change the strength of lines that are used as di-
agnostics of physical conditions and because they determine the observability of lines
used as tracers of various gas phases. In this chapter we have presented a method to
follow the timed release of individual elements by stars, including mass loss through
stellar winds and SNe, and their subsequent dispersal through space.

The ingredients of our stellar evolution module include a choice of IMF (we use
Chabrier), stellar lifetimes as a function of metallicity (which we take from Portinari
et al. 1998), the rate of type Ia SNe for an SSP as a function of time (we use an em-
pirical time delay distribution tuned to obtain agreement between the evolution of the
observed, cosmic rates of SNIa and star formation), and stellar yields (we use Marigo
2001 for AGB stars, Portinari et al. 1998 for core collapse SNe, and the W7 model of
Thielemann et al. 2003 for SNIa).

We compared different sets of nucleosynthetic yields taken from the literature af-
ter integrating them over the IME. While the different studies predict similar total
ejected masses, the predictions for heavy elements differ substantially. In particular,
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the ejected masses of individual elements differ by factors of a few for AGB stars and
— for elements heavier than nitrogen — for core collapse SNe. Thus, even disregarding
the fact that most nucleosynthetic yield calculations ignore potentially important ef-
fects such as rotation, the elemental ratios are uncertain by factors of a few for a fixed
IMF. Predictions for abundances relative to iron are even less robust because much,
perhaps even most, of the iron released by an SSP is produced by SNIa and the nor-
malization of the SNIa rate is only known to within factors of a few.

Our implementation of mass transfer implicitly splits, for each element, the ejected
mass into terms accounting for the mass that is produced (minus destroyed) and the
mass that is simply passing through. The latter term is assumed to scale with the
initial abundance, allowing us to correct for relative abundance variations with respect
to solar at a fixed metallicity.'”> We have taken special care to correctly track the total
metal mass even if not all elements are tracked explicitly.

We discussed two possible definitions of metallicity of SPH particles: the commonly
used “particle metallicity”, defined as the ratio of the metal to the total mass (mz/m),
and the “smoothed metallicity”, defined as the ratio of the metal mass density to the
total mass density (pz/p), where each density is computed using the standard SPH for-
malism. We argued that smoothed metallicities (and, analogously, smoothed elemental
abundances) are preferable because they are most consistent with the SPH formalism
(particularly with regards to radiative cooling rates which depend explicitly on den-
sities) and because they partially counter the lack of metal mixing that is inherent to
SPH. We discussed in some detail the fact that SPH underestimates metal mixing be-
cause metals are stuck to particles and how this results in a sampling problem that
may not become smaller when the resolution is increased. While the use of smoothed
abundances eases this problem somewhat, it by no means eliminates it entirely (while
also leaving the potential for small scale metal mixing due to physical processes unad-
dressed).

The use of smoothed abundances (which are frozen when a gas particle is con-
verted into a star particle) leads to a slight non-conservation of metal mass, but we
showed this to be negligible for our high-resolution simulations. A comparison of
smoothed and particle metallicities (in a simulation that used smoothed abundances
for the cooling rates and the stellar evolution) shows that while they are similar at
high metallicities, they differ strongly at low metallicities, with smoothed abundances
typically exceeding particle abundances by large factors. In particular, there are many
more particles with non-zero smoothed metallicities than with non-zero particle metal-
licities. Since there is no overwhelming reason to prefer one definition of metallicity
over the other, the fact that the choice matters indicates that care must be taken when
interpreting the predictions of SPH simulations at low metallicities.

A comparison between two low-resolution simulations, one using smoothed abun-
dances and the other using particle abundances for the calculation of the cooling rates,
revealed large differences in the star formation rate. By redshift zero the simulation
employing smoothed abundances had formed about 1.5 times as many stars as the

BBNote that this treatment still ignores the fact that the nucleosynthesis may itself depend on the
relative abundances.
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run using particle metallicities. We demonstrated that this difference could not be at-
tributed to non-conservation of metal mass and was instead caused by the increased
mixing (i.e., metal cooling is important for more particles when smoothed abundances
are used). Although the difference is expected to decrease with increasing resolution,
we conclude that it will be necessary to solve the metal mixing problem before SPH
simulations can be used to make precise predictions for the cosmic star formation rate.

We used a suite of large simulations with up to 2 x 5123 particles to investigate
the distribution of heavy elements. All simulations used identical physical parame-
ters and sub-grid modules. The simulations made use of recently developed modules
for star formation (Schaye & Dalla Vecchia 2008) and kinetic feedback from core col-
lapse SNe (Dalla Vecchia & Schaye 2008). We followed all 11 elements (H, He, C, N,
O, Ne, Mg, Si, S, Ca, Fe) that we found in chapter 2 to contribute significantly to the
cooling of photo-ionized plasmas. Radiative cooling (including photo-heating) was
implemented element-by-element, assuming the gas to be optically thin and in ioniza-
tion equilibrium in the presence of an evolving photo-ionizing radiation background.
We did this by making use of tables that had been pre-computed using CLOUDY fol-
lowing the methods in chapter 2. Element-by-element cooling and the inclusion of
photo-ionization — not only for H and He, but also for heavy elements — are both novel
features for cosmological simulations.

Our predictions for the metallicities of various baryonic phases are in reasonably
good agreement with available observations. While most of the cosmic metal mass
initially resides in gas of densities typical of the ISM (nyg > 10! cm™?), by redshift
zero stars have become the dominant reservoir of metal mass and the ISM contains
only a small fraction of the metals. Diffuse gas (ny < 107! cm™?%) contains a significant
fraction of the metals at all times. Except at very high redshifts, most of the diffuse
metals reside in the WHIM (10°K < T < 107 K), but the metal mass residing in the
ICM (T > 10"K) is always negligible. By the present time, the gaseous metal mass
is distributed over a wide range of densities (5, 50, and 95 per cent of the metal mass
resides in gas with p/ (p) < 107°?, 10%, and 107, respectively) and temperatures (5,
50, and 95 per cent of the metal mass resides in gas with 7' (K) < 10%, 10°, and 10%°,
respectively), but is concentrated in gas that has a relatively high, local metallicity
(95 per cent has Z > 107'° Z, averaged over the mass scale corresponding to the
resolution limit). Clearly, any census aiming to account for most of the metal mass will
have to take a wide variety of objects and structures into account.

Although the mean stellar metallicity slowly increases with time, it is already of
order ten per cent of solar by z = 8. The evolution of the metallicity is much stronger
for cold-warm (7' < 10° K) diffuse gas, particularly for p/ (p) < 102. By redshift zero
the diffuse, photo-ionized IGM has a metallicity ~ 1072 Z,, while the cold-warm gas
in halos has Z > 107! Z;,. Interestingly, the metallicity of the WHIM and the ICM is
~ 107! Z,, at all redshifts.

A comprehensive convergence study (see appendices 3.A and 3.B) revealed that,
except for the ICM, a 50 A~ Mpc box is sufficiently large to obtain a converged result
for the cosmic metal mass fractions and metallicities down to z = 0 and 12.5 h=! Mpc
suffices for z > 2. The convergence with respect to numerical resolution was consistent
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with expectations based on a comparison with the Jeans scales. Our use of an effective
equation of state for star-forming gas guarantees that the Jeans mass does not fall below

32107 h=' M, where e is the local gas fraction, but even this scale is only marginally
resolved in our highest resolution simulations (which have m, ~ 10°h27!'Mg). We
found that it is much easier to obtain converged predictions for the metallicity of the
different components than for their metal mass fractions. While the simulations pre-
sented here can provide (numerically) robust predictions for the metallicities at z < 4,
higher resolution models may be required for higher redshifts.

Here we have investigated only a single set of physical parameters. We postpone
such a comparison to chapter 4 that will investigate how the predictions for the metal
distribution vary if we change the physical assumptions and sub-grid prescriptions,
such as the cosmology, the star formation recipe, the implementation and efficiency
of galactic winds, the cooling rates, and feedback from AGN. In this way we hope to
isolate the processes that drive the evolution of the cosmic metal distribution.
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3.A VARYING THE SIZE OF THE SIMULATION BOX

In this appendix we use the suite of cosmological simulations listed in Table 3.2 to test
for convergence with the size of our simulation box. The size of the simulation box
is important because it determines what kind of objects can form. Rare, large-scale
structures (both high- and low-density peaks) can obviously only be sampled correctly
if they are much smaller than the size of the box. Moreover, since Fourier components
of the density field only evolve independently in the linear regime, the simulation box
must be large compared with the scale that has last gone non-linear. Because this scale
increases with time, larger boxes are required at lower redshifts. To isolate the effect of
the size of the simulation volume, we will compare simulations that use different box
sizes, while holding the resolution constant.

For this test we use two sets of simulations that differ in terms of their resolution.
The first set consists of L100N512, LO50N256, and L025N128 and the second set com-
prises L025N512, L012N256, and LO06N128. Within each set the size of the box is thus
decreased by factors of two and four, respectively. The second set uses a particle mass
that is 64 times smaller than the first set, but these higher resolution runs were not
continued down to z = 0.

The top and bottom rows of figure 3.20 show the evolution of the metal mass frac-
tions in the various components for the low and high-resolution sets, respectively. The
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Figure 3.20: Dependence on the simulation box size of the evolution of the fractions of the metal
mass in various components. The curves in the top panels correspond to the L1I00N512 (black,
thick lines), LOS0N256 (grey, medium thick lines), and the L025N128 (grey, thin lines) simula-
tions. The curves in the bottom panels are for the L025N512 (black, thick lines), LO12N256 (grey,
medium thick lines), and the LO06N128 (grey, thin lines) simulations. The line styles are iden-
tical to those shown in Fig. 3.13. The parts of the curves corresponding to redshifts for which
the total metal mass is smaller than 10° of the total baryonic mass have been omitted because
they become very noisy. Except for the ICM (T > 107 K), the 50 h~! Mpc and 12.5 h~! Mpc
boxes have nearly converged for z < 2 and z > 2, respectively.

panels are analogous to those shown in Fig. 3.13. In particular, the black curves in the
top panels, which correspond to L100N512, are identical to those shown in Fig. 3.13.
The top panels demonstrate that, except for the T > 10° K gas (right panel), the results
have already nearly converged for the 25 A~ Mpc box. For the WHIM (right; solid) we
require a 50 h~' Mpc box, although even the 25 h~! Mpc box seems to be nearly con-
verged for z < 2. For the ICM (right; dashed), however, even the 50 2! Mpc box is too
small. The bottom panels demonstrate that while a 12.5 h~! Mpc box is sufficient for
z > 2 (except for the ICM, which accounts for too few metals to be visible in the plot,
and the photo-ionized IGM), boxes as small as 6.125 A~ Mpc give spurious results for
z < 6. The fact that we require larger boxes for hot gas is not surprising because objects
with high virial temperatures are rare and large.

The evolution of the metallicities of the different components in the two sets of
simulations is shown in Fig. 3.21. Interestingly, except for the ICM, the results appear
to have converged already for our smallest simulation boxes (although this is not quite
true for the stellar metallicity in LOO6N128). Together with Fig. 3.20 this suggests that it
is easier to obtain convergence for the metallicity than for the metal mass fraction. This
in turn implies that the lack of convergence of the metal mass fractions for the smallest
boxes was caused by non-convergence of the baryonic mass fraction rather than the
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Figure 3.21: Dependence on the simulation box size of the evolution of the metallicities of
various components. The colors and line styles are identical do those used in Fig. 3.20. The
25 h~! Mpc and 12.5 h~! Mpc boxes have converged for z < 2 and z > 2, respectively.
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Figure 3.22: Dependence on the size of the simulation box of the probability density func-
tion, weighted by metal mass, of the gas density (left), temperature (centre-left), gas metallicity
(centre-right), and stellar metallicity (right) at z = 0 (top) and z = 2 (bottom). The colors and
line styles are identical to those used in Fig. 3.20. The vertical, dotted lines in the left panels in-
dicate the threshold for star formation. Note that star-forming gas was excluded from the tem-
perature panels. Except for the extremes of the distributions, the 50 A~! Mpc and 12.5 h~! Mpc
boxes have nearly converged for z < 2 and z > 2, respectively.
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metallicity.

However, part of the difference in appearance can be accounted for by the fact that
the y-axis spans six decades in Fig. 3.21, but only two decades in Fig. 3.20. Closer
inspection reveals that while this explanation may be viable for the stars, it does not
hold for the gaseous components. Furthermore, the axis ranges differ for a reason:
they show the range of interest. While we generally do not care whether the metal
mass fraction in a particular component is 10~ or 10”2 when drawing up a census of
metals (both fractions are negligible), it is very interesting to know whether the diffuse
IGM has a metallicity of 1073 or 1072 solar because the difference is measurable and
because it has important consequences for enrichment scenarios.

Finally, we plot the probability density functions of the gas density, temperature
and metallicity as well as the stellar metallicity, all weighted by metal mass, in Fig. 3.22.
The results confirm the conclusions drawn from the previous two figures. This fig-
ure illustrates clearly that differences first show up at the extremes of the distribution,
which is not surprising since those correspond to rare objects.

Summarizing, a 50 »~! Mpc box is sufficient to obtain a converged picture of the
cosmic metal mass fractions and metallicities of most components down to z = 0.
Somewhat smaller boxes may suffice if one is only interested in higher redshifts (except
for the ICM, 12.5 h=! Mpc is sufficient for z > 2) or in low-mass objects. We caution the
reader that it is possible that larger box sizes are needed if other aspects of the cosmic
metal distribution are investigated (e.g., clustering strengths of metal absorption lines).

3.B  VARYING THE RESOLUTION

While the size of the simulation box mainly determines the types of structures that can
form, numerical resolution can even have a large effect on common objects. For exam-
ple, simulations that do not resolve the Jeans scales may underestimate the fraction of
the mass in collapsed structures and hence the total amount of metals produced. More-
over, processes like metal mixing (see §3.6.2) may depend on resolution. To isolate the
effect of numerical resolution, it is important to hold the simulation box size constant
(or to use a box sufficiently large for the result to have converged with respect to the
size of the simulation box).

Before showing the results of the convergence tests, it is useful to consider what to
expect. The temperature of substantially overdense!* gas does not drop much below
10* K in our simulations (see Fig. 3.15). In reality, gas at interstellar densities (ny 2
107! em™?) is sufficiently dense and self-shielded to form a cold (T' < 10* K), interstellar
phase, allowing it to form stars (Schaye 2004). However, our simulations impose an
effective equation of state for gas with densities exceeding our star formation threshold
of ny = 107! cm~3. For our equation of state, P o p*/3, the Jeans mass is independent of
the density. Hence, provided we resolve the Jeans mass at the star formation threshold,

14Gas with very low overdensities can have temperatures substantially below 10* K due to adiabatic
expansion, but the Jeans scales corresponding to these low densities are nevertheless large.
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we resolve it everywhere. The Jeans mass is given by

_ n —1/2 T 8/2
My a0 M2 () () 02)

where f, is the local gas fraction. Hence, we do not expect convergence unless the
gas particle mass m, < 10" M. To achieve convergence, a simulation will, however,
also need to resolve the Jeans length L;, which implies that the maximum, proper
gravitational softening, €,,,,, must be small compared with the Jeans Length

1/2
~ 1 1/2 ny —1/2 T
Ly~ 15h " kpe f/ (m> (104K . (3.26)

Note that since Lj scales as L; o p~'/3 for our equation of state, the softening scale
will always exceed L; for sufficiently large densities. However, since the Jeans mass
does not decrease with density, runaway collapse is not expected for star-forming gas.
Comparing the above equations with the particle mass and softening scales listed in
Table 3.2, we see that while our highest resolution simulation (L025N512) marginally
resolves the Jeans scales for f, ~ 1, this is not the case for the simulations that go down
to z = 0, although LOS0N512 has m, ~ Mj and €., ~ L; and is therefore not far off.

However, resolving the Jeans scales post-reionization may not even be sufficient,
given that the simulations start at z >> 2cjon. Prior to reionization the gas temperature
can be much lower in which case we have no hope of resolving the Jeans scales at the
threshold for star formation. On the other hand, a photo-dissociating UV background
may well prevent the collapse of haloes with virial temperatures smaller than 10* K.
In any case, we expect the duration of this period to be comparatively short. Our
simulations assume z.cio,n = 9 and include a photo-dissociating background for = > 9
(see §3.2). Hence, in our simulations the formation of haloes with T%;, < 10* K will be
efficiently suppressed.

We test for convergence with resolution using two sets of simulations, which use
different box sizes. The first set consists of L100N256, L100N512, and LO50N512 and
the second set comprises L025N128, L025N256, and L025N512. Within each set the
mass (spatial) resolution is thus increased by factors of 8 and 64 (2 and 4), respectively.
Note that LOS0N512, the highest resolution run of the first set, uses a 50 h~1 Mpc box
whereas the other runs of this set used a 100 ~~! Mpc box. However, as we have shown
in appendix 3.A, 50 A~ Mpc is sufficiently large to give converged results for all phases
but the ICM. We do not show L100N128 because most of its predictions are completely
unreliable due to its extremely low resolution. The second set of simulations uses a
box size of only 25 h~! Mpc, but these higher resolution runs were not continued down
toz = 0.

Figures 3.23 — 3.25 are analogous to figures 3.20 — 3.22 but show the effect of varying
the resolution rather than the size of the simulation box. The top row of Fig. 3.23 shows
no evidence for full convergence, but the difference between L100N512 (black) and
LO50N512 (dark green) is small for z < 1. From the bottom row of panels we can see
that L025N512, while certainly not fully converged, is similar to LO25N256 for z < 4.
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Figure 3.23: Dependence on the numerical resolution of the evolution of the fractions of
the metal mass in various components. The curves in the top panels correspond to the
LO50N512 (grey, thin lines), LI00N512 (black, thick lines), and the LO50N256 (grey, medium
thick lines) simulations. The curves in the bottom panels are for the L025N512 (black, thick
lines), LO25N256 (grey, medium thick lines), and the L025N128 (grey, thin lines) simulations.
The line styles are identical to those shown in Fig. 3.13. The parts of the curves corresponding
to redshifts for which the total metal is smaller than 10° of the total baryonic mass have been
omitted because they become very noisy. Convergence is relatively poor for z > 2 in the top
row and for z > 4 in the bottom row.

As the resolution is increased, the fractions of the metal mass in stars and the WHIM
tend to increase, while the fractions in non-star-forming gas with 7' < 10° K tend to
decrease.

It is not surprising that convergence is better at lower redshift, because the typical
mass of star-forming haloes increases with decreasing redshift which means it will be
sampled with more particles per halo. In particular, lower resolution simulations will
start forming stars later and it takes some time for the resultant underestimate of the
metal mass to become negligible.

Figure 3.24 shows that it is much easier to get convergence for the metallicity of
the different components than it is to get converged predictions for the metal mass
fractions. As for convergence with box size, this partly reflects the fact that we do not
require as much precision for the metallicities since the dynamic range of interest is
much larger than it is for the metal mass fractions. The metallicities are nearly con-
verged in the LO50N512 run for z < 2 and in the L025N512 for z < 4. Finally, Fig. 3.25
confirms the finding from Fig. 3.23 that increasing the resolution mainly moves met-
als from cold-warm halo and ISM gas to the WHIM. In addition, Fig. 3.25 shows that
the high-density cut-off to the gas distribution is mainly set by resolution, which is
expected because many particles and small softening lengths are needed to sample
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Figure 3.24: Dependence on numerical resolution of the evolution of the metallicities of various
components. The colors and line styles are identical to those used in Fig. 3.23. Convergence is
good for z < 2 in the top row and for 2 < z < 4 in the bottom row.
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Figure 3.25: Dependence on numerical resolution of the probability density function, weighted
by metal mass, of the gas density (left), temperature (centre-left), gas metallicity (centre-right),
and stellar metallicity (right) at = = 0 (top) and z = 2 (bottom). The colors and line styles
are identical to those used in Fig. 3.23. The vertical, dotted lines in the left panels indicate the
threshold for star formation. Note that star-forming gas was excluded from the temperature
panels. The highest resolution simulations have nearly converged.
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the tail of the density distribution. The main conclusion we draw from this figure
is, however, that the convergence is sufficiently good to draw interesting conclusions,
particularly for the 25 h~! Mpc box at z = 2 and the 50 A~! Mpc box at z = 0.

Thus, the results of the convergence tests mostly agree with the expectations based
on comparisons of the numerical resolution with the Jeans scales. The resolution of
the L100N512 run (m, =~ 9 x 10"h~!M,) is sufficient to draw qualitative conclu-
sions regarding the mass fractions in various phases and for z < 2 the LO50N512
(my = 1 x 10" h~' Mg) may be close to convergence. Run L100N512 already has suf-
ficient resolution to obtain interesting, quantitative predictions for the metallicities of
the different phases at z < 2. For z > 2 we need higher resolution. While the mass frac-
tions are still not fully converged for L025N512 (m, ~ 1 x 10°h~' M), its predictions
for the metallicities are robust for z < 4.
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SING a set of cosmological, hydrodynamical simulations, we

U investigate how a range of physical processes affect the cosmic
metal distribution. Focusing on redshifts = = 0 and 2, we study the
metallicities and metal mass fractions for stars as well as for the in-
terstellar medium (ISM; ny > 0.1 cm™?), and several more diffuse
gas phases: the intracluster medium (7' > 10" K), cold halo gas (T’ <
10° K, p > 102 (p)), the diffuse intergalactic medium (IGM; T' < 10° K,
p < 10%(p)), and the warm-hot IGM (WHIM; 10°K < T < 107 K).
We vary the parameters and /or implementations of subgrid prescrip-
tions for radiative cooling, star formation, the structure of the ISM,
galactic winds driven by feedback from star formation, feedback from
active galactic nucleii (AGN), the supernova type Ia time delay distri-
bution, and reionization, and we also explore variations in the stellar
initial mass function and the cosmology.
In all models stars and the WHIM constitute the dominant deposito-
ries of metals, while at high redshift the ISM is also important. Pro-
vided galactic winds are included, predictions for the metallicities of
the various phases vary at the factor of two level and are broadly con-
sistent with observations. The exception is the IGM, whose metallic-
ity varies at the order of magnitude level if the prescription for galac-
tic winds is varied, even for a fixed wind energy per unit stellar mass
formed, and falls far below the observed values if winds are not in-
cluded. At the other extreme, the metallicity of the ICM is insensitive
to the presence of galactic winds, indicating that its enrichment is reg-
ulated by other processes. The mean metallicities of stars (~ Z), the
ICM (~ 107! Z3), and the WHIM (~ 10~! Z) are relatively constant,
while those of the cold halo gas and the IGM increase by more than
an order of magnitude from z = 5 to 0.

Models that result in higher velocity outflows are more efficient

at transporting metals to low densities, but actually predict lower
IGM metallicities since the winds shock-heat the low-density gas to
high temperatures, thereby increasing the fraction of the metals resid-
ing in the WHIM. However, the metallicity of the WHIM, as opposed
to the corresponding metal mass fraction, is insensitive to the veloc-
ities of the galactic winds. Besides galactic winds driven by feed-
back from star formation, the metal distribution is most sensitive to
the inclusion of metal-line cooling and feedback from AGN. We con-
clude that observations of the metallicity of the low-density IGM and
WHIM have the potential to constrain the poorly understood feed-
back processes that are central to current models of the formation and
evolution of galaxies.
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4.1 INTRODUCTION

The spatial distribution of elements synthesised in stars (henceforth “metals’) provides
an archaeological record of past star formation activity and of the various energetic
phenomena that stirred and mixed these metals. Recent cosmological simulations of
galaxy formation follow the different stellar evolutionary channels through which met-
als are produced, and include some processes that cause metals to escape from their
parent galaxy. Here we will investigate to what extent these simulations produce re-
alistic enrichment patterns, which physical processes affect the metal distribution, and
how numerically robust these predictions are. The relative abundances of different met-
als depend on the details of the stellar evolution models as well as on how efficiently
the ashes are dispersed. We begin by briefly reviewing how observations constrain
metals in various phases: stars, the interstellar medium (ISM) of galaxies, the warm-
hot (WHIM) and circum-galactic medium (CGM), the hot intracluster medium (ICM)
and the low-density intergalactic medium (IGM).

Observations can constrain integrated stellar and nebular (ISM) abundances of galax-
ies (for 2 < 1 see e.g. Kobulnicky & Zaritsky 1999; Kunth & Ostlin 2000; Tremonti et al.
2004; Dunne et al. 2003, for z ~ 1 see Churchill et al. 2007, for z 2 2 see the Lyman-
break abundances of Erb et al. 2006). Since these are inferred from (star) light, they are
luminosity-weighted quantities and hence dominated by the metallicity of the centre
of the galaxy (e.g. Tremonti et al. 2004); a metallicity gradient (Mehlert et al. 2003) must
either be assumed or ignored.

Metals in cold gas can be observed in absorption against a background source, see
the damped Lyman-alpha observations at z ~ 3 (Pettini et al. 1994; Prochaska et al.
2003) and at even higher redshift (Ando et al. 2007; Price et al. 2007). This technique
can be applied to more diffuse gas as well, however the background source must be
rather bright (e.g. Songaila & Cowie 1996, Cowie & Songaila 1998; Ellison et al. 2000;
Schaye et al. 2000, 2003; Scannapieco et al. 2006; Aguirre et al. 2008). The metallicity of
the ICM is inferred from X-ray observations (e.g. Mushotzky et al. 1996; de Plaa et al.
2006; Sato et al. 2007).

These observations use very different tools to observe a variety of elements in a
variety of ionization states, and it is not always obvious how to convert all these mea-
surements to a common ‘metallicity’. Often this is done assuming the relative abun-
dances of elements equal those measured in the Sun; unfortunately even the assumed
metallicity of the Sun itself varies between authors. Here we assume 7 = 0.0127, and
solar abundances from the default settings of CLOUDY (version 07.02, last described by
Ferland et al. 1998) and repeated in Table 3.1.

Convolving metallicity with the fraction of baryonic mass in each of the different
phases then yields a census of cosmic metals (Fukugita et al. 1998) . It must be kept
in mind though that a large fraction of the metals are potentially not accounted for
in current data: for example, a large fraction of z = 0 baryons are thought to be in
the WHIM, which has not yet been convincingly detected. Similarly, hot (" > 10° K)
metals at z 2 2 are currently very poorly constrained. Gas cooling, star formation,
galaxy interactions, ram pressure stripping and galactic winds all cause gas and hence
metals to be cycled between the different phases, which makes it complicated to relate
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the observed metal distribution to the original source and/or enrichment process.

A theoretical calculation of the census of cosmic metals must take into account
their production by nucleo-synthesis, their initial distribution, and the mixing that oc-
curs in later stages. Semi-analytical models (e.g. Kauffmann et al. 1993; Somerville
& Primack 1999; Croton et al. 2006; Bertone et al. 2007) follow the production of el-
ements using interpolation tables from stellar evolution calculations convolved with
an assumed stellar initial mass function (IMF), and solve simple equations that de-
scribe the flux of metals between different phases. Numerical simulations that include
such ‘chemo-dynamics” have become increasingly sophisticated since the early work
by Theis et al. (1992), usually concentrating on the metal abundance evolution of a
single galaxy (Steinmetz & Muller 1995; Raiteri et al. 1996; Berczik 1999; Recchi et al.
2001; Kawata 2001; Kawata & Gibson 2003; Kobayashi 2004; Mori & Umemura 2006;
Stinson et al. 2006; Governato et al. 2007), or a cluster of galaxies (e.g. Lia et al. 2002;
Valdarnini 2003; Tornatore et al. 2004; Sommer-Larsen et al. 2005; Romeo et al. 2006;
Tornatore et al. 2007) in a cosmological context. These simulations also include similar
interpolation tables from stellar evolution calculations for the production of metals, but
implement the enrichment processes explicitly, for example by kicking metal-enriched
gas near a site of star formation to model a galactic wind. The fluxes of metals between
phases due to gas cooling, and galaxy/gas interactions, are computed explicitly by
these hydro-codes. Early simulations that were also used to look at the metals outside
galaxies include Cen & Ostriker (1999), Mosconi et al. (2001) and Theuns et al. (2002).
Subsequent authors implemented more physics while increasing resolution and box
size in order to minimise numerical effects (Scannapieco et al. 2005; Oppenheimer &
Davé 2006; Cen & Ostriker 2006; Kobayashi et al. 2007; Oppenheimer & Davé 2008,
chapter 3, Shen et al. 2009; Tornatore et al. 2009).

In this chapter we use cosmological hydrodynamical simulations of the formation
of galaxies to attempt to answer the question ‘Where are the metals?’, by computing the
fraction of metals in each phase, and how this depends on time. Our suite of numer-
ical simulations (the OWLS suite of simulations - Overwhelmingly Large Simulations,
Schaye et al. 2010), includes runs that differ in resolution, physics, and numerical im-
plementation of physical processes. We use it to investigate what physical processes
are most important how reliable the predictions are, and to what extent these depend
on the sometimes poorly understood physics. Chapter 3 introduced the method and
described some of the numerical issues involved, while here we consider different im-
plementations of the sub-resolution physics.

4.2 METHOD

OWLS (Schaye et al. 2010) is a suite of more than fifty large, cosmological, gas-dynamical
simulations in periodic boxes, performed using the N-body Tree-PM, SPH code GAD-
GET 11I; see Tables 1 and 2 in Schaye et al. (2010) for a full list of parameters. GADGET
111 is an updated version of GADGET II (Springel 2005), to which we added new physics
modules for star formation (Schaye & Dalla Vecchia 2008), feedback from supernovae
in the form of galactic winds (Dalla Vecchia & Schaye 2008), feedback from accreting
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black holes (Booth & Schaye 2009), radiative cooling and heating in the presence of an
ionizing background (chapter 2), and stellar evolution (chapter 3). In this simulation
suite, numerical and poorly known physical parameters are varied with respect to a
‘reference’ model, to assess which conclusions are robust, and which processes domi-
nate the results. The cosmological parameters of the reference model, and the physical
processes with their numerical implementation, are discussed briefly in the next sec-
tion. GIMIC (Crain et al. 2009) is a complementary suite of simulations performed
with the same simulation code, but employs a single set of parameters to investigate
how star formation depends on environment, by simulating regions picked from the
Millennium simulation (Springel 2005). Here we give a short overview of the code,
concentrating especially on those processes that are directly relevant to metal enrich-
ment.

421 The REFERENCE model

The REFERENCE model assumes a cosmologically flat, vacuum energy dominated ACDM
universe with cosmological parameters [€2,,, {2, Q4. 05, 15, h] = [0.238,0.0418, 0.762, 0.74,
0.951,0.73], as determined from the WMAP 3-year data and consistent! with the WMAP
5-year data. The assumed primordial helium mass fraction is ¥ = Xy, = 0.248. We
used CMBFAST (version 4.1; Seljak & Zaldarriaga 1996) to compute the linear power-
spectrum and employed the Zel’Dovich (1970) approximation to linearly evolve the
particles down to the starting redshift » = 127. Simulations with given box size use
identical initial conditions (phases and amplitudes of the Gaussian density field), en-
abling us to investigate in detail the effects of the imposed physics on the forming
galaxies and the intergalactic medium. The simulations are performed with a gravita-
tional softening that is constant in comoving variables down to z = 2.91, below which
we switch to a softening that is constant in proper units. This is done because we ex-
pect two-body scattering to be less important at late times, when haloes contain more
particles.

e Guas cooling and photoionization Radiative cooling and heating are implemented
as described in chapter 22. In brief, the radiative rates are computed element-
by-element, in the presence of an imposed ionizing background and the CMB.
We use the redshift-dependent ionizing background due to galaxies and quasars
computed by Haardt & Madau (2001, hereafter HMO01). Contributions to cool-
ing and heating of eleven elements (hydrogen, helium, carbon, nitrogen, oxygen,
neon, magnesium, silicon, sulphur, calcium, and iron), thermal Bremsstrahlung,
and inverse Compton cooling, are tabulated as a function of density, temperature
and redshift, using the publicly available photo-ionization package CLOUDY, last
described by Ferland et al. (1998), assuming the gas to be optically thin and in
(photo-)ionization equilibrium.

10ur value of oy is 8 % lower than the best-fit WMAP 7-year data (Jarosik et al. 2010).
2We used equation (2.3) rather than (2.4) and CLOUDY version 05.07 rather than 07.02.
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Hydrogen reionization is implemented by switching on the evolving, uniform
ionizing background at redshift = = 9. Prior to this redshift the cooling rates
are computed using the CMB and a photo-dissociating background which we
obtain by cutting off the = = 9 HMO01 spectrum above 1 Ryd, which suppresses H,
formation and cooling at all redshifts (we do not resolve haloes in which Pop. III
stars that form by H, cooling would form).

Our assumption that the gas is optically thin may lead to an underestimate of the
temperature of the IGM shortly after reionization (e.g. Abel & Haehnelt 1999). It
is well known that without extra heat input, hydrodynamical simulations under-
estimate the temperature of the IGM at z 2 3, the redshift around which helium
reionization is thought to have ended (e.g. Theuns et al. 1998, 1999; Bryan et al.
1999; Schaye et al. 2000; Ricotti et al. 2000). We therefore inject 2 eV per proton
in total, smoothed with a Gaussian in redshift with mean z = 3.5 and disper-
sion o0 = 0.5. This mimics the non-equilibrium and radiative transfer effects not
included in our optically-thin ionization equilibrium calculations. The resulting
thermal evolution is then consistent with that inferred by (Schaye et al. 2000), see
chapter 3.

Star formation The interstellar medium of the Milky Way consists of multiple
‘phases’: a warm component in which hot super nova bubbles envelope and pen-
etrate cold ‘clouds’. Current cosmological galaxy formation simulations cannot
resolve such a multi-phase ISM, and in addition not all the physics that governs
the interaction between these phases, and the star formation in them, is included.
Instead of trying to simulate these physical processes we use the following ‘sub-
grid’ model. ISM gas is assumed to follow a pressure-density relation

P = po(pg/ perit) ™" , (4.1)

where py/k = 1.08 x 10° cm™3 K. We use . = 4/3 for which both the Jeans
mass and the ratio of the Jeans length to the SPH kernel are independent of
the density, thus preventing spurious fragmentation due to a lack of numeri-
cal resolution. Finally, only gas dense enough to be gravo-thermally unstable,
np ~ 1072—10"" cm 3, is assumed to be multiphase and star-forming gas (Schaye
2004). The pressure-density relation (equation 4.1) is only imposed on gas above

a critical density of pei, = 0.1 myg cm™3.

Star formation in disk galaxies is observed to follow a power-law ‘Kennicutt-
Schmidt’ (Kennicutt 1998) relation between the surface density of star formation,
Y., and the gas surface density, %,

) » 1.4
¥, =15x 10" Meyr 'kpe ? [ ——2— | . 4.2
X oyt kpe T (4.2)
A star formation rate which depends on ISM pressure as p, o p*, guarantees that
simulated disk galaxies in which the disk is vertically in approximate hydrostatic

equilibrium follow the observed law, independent of the value of .4 imposed on
their ISM gas (Schaye 2004; Schaye & Dalla Vecchia 2008).
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o Galactic winds Galactic winds are implemented as described in Dalla Vecchia &
Schaye (2008). Briefly, after a short delay of tsx = 3 x 107 yr, corresponding to
the maximum lifetime of stars that end their lives as core-collapse supernovae,
newly-formed star particles inject kinetic energy into their surroundings by kick-
ing a fraction of their neighbouring gas particles in a random direction, as gov-

erned by,
Mw = UM*
I
€SN fw = § nNvy, - (4-3)

The mass loading factor, 7, relates the rate at which mass is launched in a wind,
M,,, to the star formation rate, M,. The product nv2, where 7 is the mass loading
factor and v, is the initial wind velocity, is proportional to the fraction f,, of the
supernova energy produced per unit mass, ey, that powers the wind. We usu-
ally characterise the wind implementation by the mass loading factor, and wind
speed. The wind prescription is implemented as follows: each SPH neighbour ¢
of a newly-formed star particle j has a probability of nm;/ Zfi“fh m, of receiving
a kick with a velocity v,,. Here, the sum is over the N,z = 48 SPH neighbours
of particle j. The REFERENCE simulation described below has a mass loading
of n = 2 and wind speed of v, = 600 kms™! (i.e., if all baryonic particles had
equal mass, each newly formed star particle would kick, on average, two of its
neighbours, increasing their velocity by v, = 600 kms™'). Assuming that each
star with initial mass in the range 6 — 100 M, injects 10°! erg of kinetic energy
as it undergoes a core collapse supernova, these parameters imply that the total
wind energy accounts for 40 per cent of the available kinetic energy for a Chabrier
IMF and a stellar mass range 0.1 — 100 Mg, (if we consider only stars in the mass
range 8 — 100 M, for type II SNe, this works out to be 60 per cent). The value
n = 2 was chosen to roughly reproduce the peak in the cosmic star formation rate
(Schaye et al. 2010). Note that contrary to the widely-used kinetic feedback recipe
of Springel & Hernquist (2003), the kinetic energy is injected locally and the wind
particles are not decoupled hydrodynamically. As discussed by Dalla Vecchia &
Schaye (2008), these differences have important consequences.

o Chemodynamics We employ the method outlined in chapter 3. Briefly, a star par-
ticle forms with the elemental abundance of its parent gas particle. It then rep-
resents a single stellar population (SSP) with given abundance, and an assumed
stellar IMF. The reference model uses the IMF proposed by Chabrier (2003), with
mass limits of 0.1Mg and 100Mg. At each time step, we compute the timed re-
lease of elements and of energy from three stellar evolution channels: (i) type II
core collapse supernovae (SNe), (ii) type I SNe and (iii) asymptotic giant branch
(AGB) stars. The stellar evolution prescriptions are based on the Padova models,
using stellar lifetimes computed in Portinari et al. (1998) and the yields of low
mass and high mass stars of Marigo (2001) and Portinari et al. (1998) respectively.
The yields of Portinari et al. (1998) include ejecta from core collapse supernovae
(SNII) along with their calculations of mass loss from high mass stars. Using
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these yields gives an element of consistency between the high and low mass stel-
lar evolution. An e-folding delay time is used to describe the SNIa rate and with
a fraction of 2.5% of white dwarfs that become SNIa the REFERENCE model ap-
proximately reproduces the observed cosmic SNIa rate?, see chapter 3. We use
the “‘W7” SN1Ia yields of Thielemann et al. (2003).

Elements produced by nucleo-synthesis are distributed to SPH particles neigh-
bouring the star, weighted by an SPH kernel, as done by (e.g. Mosconi et al.
2001). The simulations track the abundance of eleven individual elements and
we use an extra ‘metallicity” variable to track the total metal mass of each particle
(see chapter 3). The ratio Z = M, /M of metal mass over total mass is the ‘parti-
cle metallicity” . For gas particles we also compute a ‘smoothed metallicity’, as
Zsm = pz/p ie. the ratio of the metal density computed using SPH interpolation,
pz, over the gas density, p. Stars inherit metal abundances of their parent gas
particle: we record both the particle and smoothed metallicity. In chapter 3 we
argue that the smoothed metallicity is more consistent with the SPH formalism
than the particle metallicity. Using smoothed metallicities results in a spreading
of metals over slightly greater volumes.

4.2.2 The Simulation Suite

Table 4.1 contains an overview the models of the OWLS suite. Simulation names con-
tain a string 'LXXXNYYY” which specifies the co-moving size of the periodic box,
L=XXXh~! Mpc, and the number of particles N=YYY? of (initial) gas and dark mat-
ter; most runs discussed here have L=25 or 100, and N=512. Comparing different L
and N models allows us to investigate the effects of numerical resolution, and missing
large-scale power. The table also contains a brief description of the physics in which
a particular run differs from the REFERENCE model, see Schaye et al. (2010) for more
details.

3The current observations on SNIa explosion rates are inconsistent, our assumed rates conform to
the most recent data (see chapter 3).
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Figure 4.1: Mass weighted metal
distribution in temperature-density
space at z = 0 in simulation REFER-
ENCE_L100N512. The colour scale
gives the metallicity. The contours
indicate the metal mass distribu-
tion and are logarithmically spaced
by 1 dex. The straight lines indi-
cate the adopted division of the gas
into: star-forming gas (i.e., ng >
0.1 cm~3), diffuse IGM (p < 102 (p),

- ] T < 10°K), cold halo gas (p >
IGM Cold Halo Go; ISM 10 <P>r T <10° K), WHIM (105 K<

Log T (K)

§ Diffuse

2 s L T < 10"K), and ICM (T > 107K).
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B T e B | wide range of densities and temper-
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4.3 RESULTS

We begin by describing the metal distribution of the REFERENCE_L100N512 simula-
tion in temperature-density space at redshift = = 0, figure 4.1. The colour shows the
mass-weighted mean metallicity for a given temperature and density. The metallic-
ity follows a clear density gradient, with the exception of a track of photo-ionized gas
in the lower left hand corner, which has a very low metallicity. The contours, on the
other hand show the distribution of total metal mass. Metals are found at virtually all
temperatures and densities, from the high-densities in galactic disks, to extremely low
densities.

It is useful to divide the T' — p plane into several ‘phases’, since as we will show,
different enrichment processes dominate in different phases, and also because the ob-
servational constraints for different phases are inferred from different types of data.
A first division distinguishes between star-forming gas (henceforth SF gas) on the im-
posed p — p relation (equation 4.1), which we identify with the ISM in galaxies, and
non-star-forming gas (NSF gas). The SF gas can be seen as the thin band of contours
on the right of figure 4.1 at p/(p) > 10°. We further divide NSF gas into hot gas, typically
found in halos of large groups or clusters (ICM, T' > 107 K), warm-hot intergalactic and
circum-galactic gas (WHIM, 10°K < T < 107 K), diffuse gas (diffuse IGM, p < 100 (p),
T < 10° K), and cold halo gas (p > 100 (p), T < 10° K. These phases are indicated in
tigure 4.1.

The spatial distribution of metals is shown at z = 4, 2 and 0, in figures 4.2 and
4.3. At z = 4 metals are strongly clustered around haloes, with circum-halo metallic-
ities of log(Z/Z:) ~ —3 to -2, and large fractions of volume are enriched to exceed-
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Table 4.1: Simulation Set

Name Box Size (Mpc/h) Comment
AGN 100/25 Incorporates AGN model of
Booth & Schaye (2009).
DBLIMFCONTSFV1618 100, 25 Top-heavy IMF for ny > 30 cm™3;
vy = 1618 kms ™
DBLIMFV1618 100, 25 Top-heavy IMF for ny > 30 cm™3;

Uy = 1618 kms™1,
3,(0) = 2.083 x 10~ "Mgyr~kpc 2

DBLIMFCONTSFML14 100, 25 Top-heavy IMF for nyg > 30 cm™3;
n = 14.545
DBLIMFML14 100, 25 Top-heavy IMF for ny > 30 cm™3;
n = 14.545, 3, (0) = 2.083 x 10 Mgyr 'kpc 2
REFERENCE 100, 25
EOS1p0 100, 25 Isothermal equation of state
EOS1p67 25 Equation of state p o< p™*, 7. = 5/3
IMFSALP 100, 25 Salpeter IMEF, SF law rescaled
MILL 100, 25 Millennium cosmology (WMAP1):
(Qm, QA, Qth, h, ag,n, XHe) =
(0.25,0.75,0.024,0.73,0.9,1.0,0.249)
NOAGB_NOSNIa 100 AGB & SNIa mass & energy transfer off
NOHeHEAT 25 No He reheating
NOSN 100, 25 No SNII winds, no SNIa energy transfer
NOSN_NOZCOOL 100, 25 No SNII winds, no SNIa energy transfer,
cooling uses primordial abundances
NOZCOOL 100, 25 Cooling uses primordial abundances
REIONZ06 25 Redshift reionization = 6
REIONZ12 25 Redshift reionization = 12
SFAMPLxX3 25 3,(0) = 4.545 x 10~ *Mgyr—'kpc—2
SFAMPLx6 25 ¥,(0) = 9.090 x 10~ *Mgyr~—'kpc—2
SFSLOPE1p75 25 yks = 1.75
SFTHRESZ 25 Metallicity-dependent SF threshold
SNIaGAUSS 100 Gaussian SNla delay distribution
WDENS 100, 25 Wind mass loading and velocity
determined by the local density
WML1V848 100, 25 n=1,vy, = 848kms~!
WML4 100, 25 n =4, vy, = 600kms~!
WML8V300 25 n =38, vy = 300kms~!
WPOT 100, 25 ‘Momentum driven” wind model
(scaled with the potential)
WPOTNOKICK 100, 25 ‘Momentum driven” wind model

(scaled with the potential)
without extra velocity kick
WVCIRC 100, 25 ‘Momentum driven” wind model
(scaled with the resident halo mass)
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Figure 4.2: Metal enrichment in the REFERENCE_L025N512 simulation. Shown is a 52! Mpc
(comoving) slice through the simulation box at z = 4 (left), and z = 2 (right). The colour coding
shows smoothed metallicity, mass averaged along the line of sight; the colour scale is cut off
below log(Z/Z) = -5 although metallicities extend to lower values. Red circles correspond to
haloes identified by a friends-of-friends group finder, with radius proportional to the logarithm
of the stellar mass of the halo, as indicated. The box (and therefore each panel) i